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Comparison of Signal Re
onstru
tion Algorithms for theMAGIC Teles
opeH. Bartko, M. Gaug, F. Goebel, A. Moralejo,N. Sidro, W. WittekMar
h 21st, 2005Abstra
tPresently, the MAGIC teles
ope uses a 300 MHz FADC system to sample the trans-mitted and shaped signals from the 
aptured Cherenkov light of air showers. In this note.di�erent algorithms to re
onstru
t the signal from the read out samples are des
ribed and
ompared. Criteria for 
omparison are de�ned and used to judge the di�erent extra
torsapplied to 
alibration signals, 
osmi
s and pedestals. At the end, extra
tors are re
om-mended for the most 
onservative and the most advan
ed and demanding analyses. It isshown that the digital �lter 
an be used to extra
t and �t single photo-ele
tron pulsesfrom the night sky ba
kground. The a
hievable time resolution has been derived as afun
tion of the in
ident number of photo-ele
trons. For gala
ti
 ba
kgrounds an image
leaning threshold as low as 5 photo-ele
trons 
an be a
hieved without using the timinginformation and for reje
ting 99.7% of noise.
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1 Introdu
tion 41 Introdu
tionThe MAGIC teles
ope aims to study the gamma ray emission from high energy phenomenaand the violent physi
s pro
esses in the universe at the lowest energy threshold possible [1℄.Figure 1 shows a sket
h of the MAGIC read-out s
heme, in
luding the photomultiplier tubes(PMT) 
amera, the analog-opti
al link, the majority trigger logi
 and 
ash analog-to-digital
onverters (FADCs). The used PMTs provide a very fast response to the input light signal.The response of the PMTs to sub-ns input light pulses shows a FWHM of 1.0 - 1.2 ns and riseand fall times of 600 and 700 ps 
orrespondingly [2℄. By modulating verti
al-
avity surfa
e-emitting laser (VCSEL) type laser diodes in amplitude, the fast analog signals from the PMTsare transferred via 162m long, 50/125�m diameter opti
al �bers to the 
ounting house [3℄.After transforming the light ba
k to an ele
tri
al signal, the original PMT pulse has a FWHMof about 2.2 ns and rise and fall times of about 1 ns.
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Figure 1: Current MAGIC read-out s
heme: the analog PMT signals are transferred via an analogopti
al link to the 
ounting house { where after the trigger de
ision { the signals are digitized by a300MHz FADCs system and written to the hard disk of a data a
quisition PC.In order to sample this pulse shape with the 300 MSamples/s FADC system, the original pulseis folded with a stret
hing fun
tion of 6ns leading to a FWHM greater than 6 ns. Be
ause theMAGIC FADCs have a resolution of 8 bit only, the signals are split into two bran
hes with gainsdi�ering by a fa
tor 10. One bran
h is delayed by 55 ns and then both bran
hes are multiplexedand 
onse
utively read-out by one FADC. Figure 4 shows a typi
al average of identi
al signals.A more detailed overview about the MAGIC read-out and DAQ system is given in [4℄.To rea
h the highest sensitivity and the lowest possible analysis energy threshold the re
ordedsignals from Cherenkov light have to be a

urately re
onstru
ted. Therefore the highest possiblesignal to noise ratio, signal re
onstru
tion resolution and a small bias are important.Monte Carlo (MC) based simulations predi
t di�erent time stru
tures for gamma and hadronindu
ed shower images as well as for images of single muons. An a

urate arrival time deter-mination may therefore improve the separation power of gamma events from the ba
kgroundevents. Moreover, the timing information may be used in the image 
leaning to dis
riminatebetween pixels whi
h signal belongs to the shower and pixels whi
h are a�e
ted by randomlytimed ba
kground noise.This note is stru
tured as follows: In se
tion 2 the average pulse shapes are re
onstru
ted



1.1 Chara
teristi
s of the 
urrent read-out system 5from the re
orded FADC samples for 
alibration and 
osmi
s pulses. These pulse shapes are
ompared with the pulse shape implemented in the MC simulation. In se
tion 3 di�erent signalre
onstru
tion algorithms and their implementation in the 
ommon MAGIC software frameworkMARS are reviewed. In se
tion 4 
riteria for an optimal signal re
onstru
tion are developed.Thereafter the signal extra
tion algorithms under study are applied to pedestal, 
alibration andMC events in se
tions 6 to 5. The CPU requirements of the di�erent algorithms are 
omparedin se
tion 9. Finally in se
tion 10 the results are summarized and in se
tion 11 a standardsignal extra
tion algorithm for MAGIC is proposed.1.1 Chara
teristi
s of the 
urrent read-out systemThe following intrinsi
 
hara
teristi
s of the 
urrent read-out system a�e
t espe
ially the signalre
onstru
tion:Inner and Outer pixels: The MAGIC 
amera has two types of pixels whi
h in
orporatethe following di�eren
es:1. Size: The outer pixels have a fa
tor four bigger area than the inner pixels [5℄. Their(quantum-eÆ
ien
y 
onvoluted) e�e
tive area is about a fa
tor 2.6 higher.2. Gain: The 
amera is 
at-�elded in order to yield a similar re
onstru
ted 
hargesignal for the same photon illumination intensity. In order to a
hieve this, the gainof the inner pixels has been adjusted to about a fa
tor 2.6 higher than the outerones [6℄. This results in lower e�e
tive noise 
harge from the night sky ba
kgroundfor the outer pixels.3. Delay: The signal of the outer pixels is delayed by about 1.5 ns with respe
t to theinner ones.Clo
k noise: The MAGIC 300MHz FADCs have an intrinsi
 
lo
k noise of a few least sig-ni�
ant bits (LSBs) o

urring with a frequen
y of 150MHz. This 
lo
k noise results in asuperimposed AB-pattern for the read-out pedestals. In the standard analysis, the ampli-tude of this 
lo
k noise gets measured in the pedestal extra
tion algorithms and further
orre
ted for by all signal extra
tors.Trigger Jitter: The FADC 
lo
k is not syn
hronized with the trigger. Therefore, the relativeposition of the re
orded signal samples varies uniformly by one FADC sli
e with respe
tto the position of the signal shape by one FADC sli
e from event to event.DAQ jumps: Unfortunately, the position of the signal pulse with respe
t to the �rst re
ordedFADC sample is not 
onstant. It varies randomly by an integer number of FADC sli
es {typi
ally two { in about 1% of the 
hannels per event.



2 Pulse Shape Re
onstru
tion 62 Pulse Shape Re
onstru
tionThe FADC 
lo
k is not syn
hronized with the trigger. Therefore, the relative position of there
orded signal samples varies from event to event with respe
t to the position of the signalshape. The time �t between the trigger de
ision and the �rst read-out sample is uniformlydistributed in the range trel 2 [0; TFADC[, where TFADC = 3:33 ns is the digitization period of theMAGIC 300MHz FADCs. �t 
an be determined using the re
onstru
ted arrival time tarrival.
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Figure 2: Raw FADC sli
es of 1000 
onstant pulse generator pulses overlayed.

]ADCarrival time [T
0 2 4 6 8 10 12 14

]ADCarrival time [T
0 2 4 6 8 10 12 14

A
D

C
ev

en
ts

 / 
0.

1 
T

0

20

40

60

80

100

120

140

Figure 3: Distribution of the re
onstru
ted time from the raw FADC samples shown in �gure 2. Thewidth of the distribution is due to the trigger jitter of 1 FADC period (3.33 ns).Figure 2 shows the raw FADC values as a fun
tion of the sli
e number for 1000 
onstant pulse



2 Pulse Shape Re
onstru
tion 7generator pulses overlayed. Figure 3 shows the distribution of the 
orresponding re
onstru
tedpulse arrival times. The distribution has a width of about 1 FADC period (3.33 ns).The asyn
hronous sampling of the pulse shape allows to determine an average pulse shape fromthe re
orded signal samples: The re
orded signal samples are shifted in time su
h that theshifted arrival times of all events are equal. In addition, the signal samples are normalizedevent by event using the re
onstru
ted 
harge of the pulse. The a

ura
y of the signal shapere
onstru
tion depends on the a

ura
y of the arrival time and 
harge re
onstru
tion. The rel-ative statisti
al error of the re
onstru
ted pulse shape is well below 10�2 while the systemati
alerror is by de�nition unknown at �rst hand.

time [3.33 ns]
0 5 10 15 20 25 30

time [3.33 ns]
0 5 10 15 20 25 30

si
g

n
al

 [
a.

u
.]

0

50

100

150

200 high gain pulse

low gain pulse

Figure 4: Average re
onstru
ted pulse shape from a pulpo run showing the high-gain and the low gainpulse. The FWHM of the high gain pulse is about 6.3 ns while the FWHM of the low gain pulse isabout 10 ns.Figure 4 shows the averaged and shifted re
onstru
ted signal of a fast pulser in the so 
alledpulse generator (\pulpo") setup. Thereby the response of the photo-multipliers to Cherenkovlight is simulated by a fast ele
tri
al pulse generator whi
h generates unipolar pulses of about2.5 ns FWHM and preset amplitude. These ele
tri
al pulses are transmitted using the sameanalog-opti
al link as the PMT pulses and are fed to the MAGIC re
eiver board. The pulsegenerator setup is mainly used for test purposes of the re
eiver board, trigger logi
 and FADCs.In �gure 4 the high and the low gain pulses are 
learly visible. The low gain pulse is attenuatedby a fa
tor of about 10 and delayed by about 55 ns with respe
t to the high gain pulse.Figure 5 (left) shows the averaged normalized (to an area of 1FADC 
ount * TFADC = 3:33 ns)re
onstru
ted pulse shapes for the \pulpo" pulses in the high and in the low gain, respe
tively.The input FWHM of the pulse generator pulses is about 2 ns. The FWHM of the average re
on-stru
ted high gain pulse shape is about 6.3 ns, while the FWHM of the average re
onstru
tedlow gain pulse shape is about 10 ns. The pulse broadening of the low gain pulses with respe
tto the high gain pulses is due to the limited dynami
 range of the passive 55 ns on board delayline of the MAGIC re
eiver boards. It has a FWHM of about 10 ns.



2 Pulse Shape Re
onstru
tion 8
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Figure 5: Left: Average normalized re
onstru
ted high gain and low gain pulse shapes from a pulporun. The FWHM of the low gain pulse is about 10 ns. The bla
k line 
orresponds to the pulse shapeimplemented into the MC simulations [7℄. Right: Average re
onstru
ted high gain pulse shape for onegreen LED 
alibration run. The FWHM is about 6.5 ns.Figure 5 (right) shows the normalized average re
onstru
ted pulse shapes for green and UV
alibration LED pulses [8℄ as well as the normalized average re
onstru
ted pulse shape for
osmi
s events. The pulse shape of the UV 
alibration pulses is quite similar to the re
onstru
tedpulse shape for 
osmi
s events, both have a FWHM of about 6.3 ns. As air showers due tohadroni
 
osmi
 rays trigger the teles
ope mu
h more frequently than gamma showers there
onstru
ted pulse shape of the 
osmi
s events 
orresponds mainly to hadron indu
ed showers.The pulse shape due to ele
tromagneti
 air showers might be slightly di�erent as indi
atedby MC simulations [9℄. The pulse shape for green 
alibration LED pulses is wider and has apronoun
ed tail.



3 Signal Re
onstru
tion Algorithms 93 Signal Re
onstru
tion Algorithms3.1 Implementation of Signal Extra
tors in MARSWe performed all studies presented in this note using and developing the 
ommon MAGICsoftware framework MARS [10℄.All signal extra
tor 
lasses are stored in the MARS-dire
torymsignal/. There, the base 
lassesMExtra
tor, MExtra
tTime, MExtra
tTimeAndCharge and all individual extra
tors
an be found. Figure 6 gives a sket
h of the inheritan
es and tasks of ea
h 
lass.The following base 
lasses for the extra
tor tasks are used:MExtra
tor: This 
lass provides the basi
 data members, equal for all extra
tors, whi
h are:1. Global extra
tion ranges, de�ned by the variables fHiGainFirst, fHiGainLast,fLoGainFirst, fLoGainLast and the fun
tion SetRange(). The ranges alwaysin
lude the edge sli
es.2. An internal variable fHiLoLast regulating the overlap of the desired high-gain ex-tra
tion range into the low-gain array.3. The maximum possible FADC value, before the sli
e is de
lared as saturated, de�nedby the variable fSaturationLimit (default: 254).4. The typi
al delay between high-gain and low-gain sli
es, expressed in FADC sli
esand parameterized by the variable fO�setLoGain (default: 1.51)5. Pointers to the storage 
ontainers MRawEvtData, MRawRunHeader,MPedestalCam and MExtra
tedSignalCam, de�ned by the variables fRaw-Evt, fRunHeader, fPedestals and fSignals.6. Names of the storage 
ontainers to be sear
hed for in the parameter list, param-eterized by the variables fNamePedestalCam and fNameSignalCam (default:\MPedestalCam" and "MExtra
tedSignalCam").7. The equivalent number of FADC samples, used for the 
al
ulation of the pedestalRMS and then the number of photo-ele
trons with the F-Fa
tor method (see eq. 31and se
tion 8.2). This number is parameterized by the variables fNumHiGain-Samples and fNumLoGainSamples.MExtra
tor is able to loop over all events, if the Pro
ess()-fun
tion is not overwritten.It uses the following (virtual) fun
tions, to be overwritten by the derived extra
tor 
lass:1. void FindSignalHiGain(Byte t* �rstused, Byte t* logain, Float t& sum, Byte t&sat) 
onst2. void FindSignalLoGain(Byte t* �rstused, Float t& sum, Byte t& sat) 
onstwhere the pointers \�rstused" point to the �rst used FADC sli
e de
lared by the extra
tionranges, the pointer \logain" points to the beginning of the \low-gain" FADC sli
es array(to be used for pulses rea
hing into the low-gain array) and the variables \sum" and \sat"get �lled with the extra
ted signal and the number of saturating FADC sli
es, respe
tively.



3.1 Implementation of Signal Extra
tors in MARS 10
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Figure 6: Sket
h of the inheritan
es of three typi
al MARS signal extra
tor 
lasses: MExtra
tFixed-Window, MExtra
tTimeFastSpline and MExtra
tTimeAndChargeDigitalFilter



3.1 Implementation of Signal Extra
tors in MARS 11The pedestals get subtra
ted automati
ally after exe
ution of these two fun
tions.MExtra
tTime: This 
lass provides - additionally to those already de
lared inMExtra
tor- the basi
 data members, equal for all time extra
tors, whi
h are:1. Pointer to the storage 
ontainerMArrivalTimeCam parameterized by the variablefArrTime.2. The name of the \MArrivalTimeCam"-
ontainer to be sear
hed for in the parameterlist, parameterized by the variables fNameTimeCam (default: \MArrivalTime-Cam" ).MExtra
tTime is able to loop over all events, if the Pro
ess()-fun
tion is not overwrit-ten. It uses the following (virtual) fun
tions, to be overwritten by the derived extra
tor
lass:1. void FindTimeHiGain(Byte t* �rstused, Float t& time, Float t& dtime, Byte t&sat, 
onst MPedestlPix &ped) 
onst2. void FindTimeLoGain(Byte t* �rstused, Float t& time, Float t& dtime, Byte t&sat, 
onst MPedestalPix &ped) 
onstwhere the pointers \�rstused" point to the �rst used FADC sli
e de
lared by the extra
tionranges, and the variables \time", \dtime" and \sat" get �lled with the extra
ted arrivaltime, its error and the number of saturating FADC sli
es, respe
tively.The pedestals 
an be used for the arrival time extra
tion via the referen
e \ped".MExtra
tTimeAndCharge: This 
lass provides - additionally to those already de
laredin MExtra
tor and MExtra
tTime - the basi
 data members, equal for all time and
harge extra
tors, whi
h are:1. The a
tual extra
tion window sizes, parameterized by the variables fWindowSize-HiGain and fWindowSizeLoGain.2. The shift of the low-gain extra
tion range start w.r.t. to the found high-gain arrivaltime, parameterized by the variable fLoGainStartShift (default: -2.8)MExtra
tTimeAndCharge is able to loop over all events, if the Pro
ess()-fun
tion isnot overwritten. It uses the following (virtual) fun
tions, to be overwritten by the derivedextra
tor 
lass:1. void FindTimeAndChargeHiGain(Byte t* �rstused, Byte t* logain, Float t&sum, Float t& dsum, Float t& time, Float t& dtime, Byte t& sat, 
onstMPedestlPix &ped, 
onst Bool t ab
ag) 
onst2. void FindTimeAndChargeLoGain(Byte t* �rstused, Float t& sum, Float t&dsum, Float t& time, Float t& dtime, Byte t& sat, 
onst MPedestalPix &ped, 
onstBool t ab
ag) 
onst



3.2 Pure Signal Extra
tors 12where the pointers \�rstused" point to the �rst used FADC sli
e de
lared by the extra
tionranges, the pointer \logain" point to the beginning of the low-gain FADC sli
es array (tobe used for pulses rea
hing into the \low-gain" array), the variables \sum", \dsum" get�lled with the extra
ted signal and its error. The variables \time", \dtime" and \sat"get �lled with the extra
ted arrival time, its error and the number of saturating FADCsli
es, respe
tively.The pedestals 
an be used for the extra
tion via the referen
e \ped", also the \AB-
ag"is given for 
lo
k noise 
orre
tion.3.2 Pure Signal Extra
torsThe pure signal extra
tors have in 
ommon that they re
onstru
t only the 
harge, but not thearrival time. All extra
tors treated here derive from the MARS-base 
lass MExtra
tor whi
hprovides the following fa
ilities:� The global extra
tion limits 
an be set from outside� FADC saturation is kept tra
k ofThe following adjustable parameters have to be set from outside:Global extra
tion limits: Limits in between whi
h the extra
tor is allowed to extra
t thesignal, for high gain and low gain, respe
tively.As the pulses jitter by about one FADC sli
e, not every pulse lies exa
tly within the optimallimits, espe
ially if one 
hooses small extra
tion windows. Moreover, the readout position withrespe
t to the trigger position has 
hanged a 
ouple of times during last year, therefore a very
areful adjustment of the extra
tion limits is mandatory before using these extra
tors.3.2.1 Fixed WindowThis extra
tor is implemented in the MARS-
lass MExtra
tFixedWindow. It simply addsthe FADC sli
e 
ontents in the assigned ranges. As it does not 
orre
t for the 
lo
k-noise, onlyan even number of samples is allowed. Figure 7 gives a sket
h of the extra
tion ranges used inthis paper and for two typi
al 
alibration pulses.3.2.2 Fixed Window with Integrated Cubi
 SplineThis extra
tor is implemented in the MARS-
lass MExtra
tFixedWindowSpline. It usesa 
ubi
 spline algorithm, adapted from [11℄ and integrates the spline interpolated FADC sli
evalues from a �xed extra
tion range. The edge sli
es are 
ounted as half. As it does not 
orre
tfor the 
lo
k-noise, only an odd number of samples is allowed. Figure 8 gives a sket
h of theextra
tion ranges used in this paper and for typi
al 
alibration pulses.3.2.3 Fixed Window with Global Peak Sear
hThis extra
tor is implemented in the MARS-
lass MExtra
tFixedWindowPeakSear
h.The basi
 idea of this extra
tor is to 
orre
t for 
oherent movements in arrival time for all
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Figure 7: Sket
h of the extra
tion ranges for the extra
tor MExtra
tFixedWindow for two typi
al
alibration pulses (pedestals have been subtra
ted) and a typi
al inner pixel. The pulse would beshifted half a sli
e to the right for an outer pixel.
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Figure 8: Sket
h of the extra
tion ranges for the extra
tor MExtra
tFixedWindowSpline for twotypi
al 
alibration pulses (pedestals have been subtra
ted) and a typi
al inner pixel. The pulse wouldbe shifted half a sli
e to the right for an outer pixel.
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tors 14pixels, as e.g. 
aused by the trigger jitter. In a �rst loop over the pixels, it determined areferen
e point sli
es number de�ned by the highest sum of 
onse
utive non-saturating FADCsli
es in a (smaller) peak-sear
h window.In a se
ond loop over the pixels, it adds the 
ontents of the FADC sli
es starting from thereferen
e point over an extra
tion window of a pre-de�ned window size. It loops twi
e over allpixels in every event, be
ause it has to �nd the referen
e point, �rst. As it does not 
orre
t forthe 
lo
k-noise, only extra
tion windows with an even number of samples are allowed. For ahigh intensity 
alibration run 
ausing high-gain saturation in the whole 
amera, this extra
torapparently fails sin
e only dead pixels are taken into a

ount in the peak sear
h whi
h 
annotprodu
e a saturated signal. For this spe
ial 
ase, we modi�edMExtra
tFixedWindowPeak-Sear
h su
h to de�ne the peak sear
h window as the one starting from the mean position ofthe �rst saturating sli
e.The following adjustable parameters have to be set from outside:Peak Sear
h Window: De�nes the \sliding window" size within whi
h the peaking sum issear
hed for (default: 4 sli
es)O�set from Window: De�nes the o�set of the start of the extra
tion window w.r.t. thestarting point of the obtained peak sear
h window (default: 1 sli
e)Low-Gain Peak shift: De�nes the shift in the low-gain with respe
t to the peak found inthe high-gain (default: 1 sli
e)Figure 9 gives a sket
h of the possible peak-sear
h and extra
tion window positions in twotypi
al 
alibration pulses.3.3 Combined Extra
torsThe 
ombined extra
tors have in 
ommon that for a given pulse, they re
onstru
t both thearrival time and the 
harge. All 
ombined extra
tors des
ribed here derive from the MARS-base
lass MExtra
tTimeAndCharge whi
h itself derives from MExtra
tor and MExtra
tTime.It provides the following fa
ilities:� Only one loop over all pixels is performed.� The individual FADC sli
e values get the 
lo
k-noise-
orre
ted pedestals immediatelysubtra
ted.� The low-gain extra
tion range is adapted dynami
ally, based on the arrival time 
omputedfrom the high-gain samples.� Arrival times extra
ted from the low-gain samples get 
orre
ted for the intrinsi
 timedelay of the low-gain pulse.� The global extra
tion limits 
an be set from outside.� FADC saturation is kept tra
k of.
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Figure 9: Sket
h of the extra
tion ranges for the extra
torMExtra
tFixedWindowPeakSear
h fortwo typi
al 
alibration pulses (pedestals have been subtra
ted) and a typi
al inner pixel. The pulsewould be shifted half a sli
e to the right for an outer pixel.The following adjustable parameters have to be set from outside, additionally to those de
laredin the base 
lasses MExtra
tor and MExtra
tTime:Global extra
tion limits: Limits in between whi
h the extra
tor is allowed to sear
h. Theyare �xed by the extra
tor for the high-gain, but re-adjusted for every event in the low-gain, depending on the arrival time found in the low-gain. However, the dynami
allyadjusted window is not allowed to pass beyond the global limits.Low-gain start shift: Global shift between the 
omputed high-gain arrival time and thestart of the low-gain extra
tion limit (
orre
ted for the intrinsi
 time o�set). This variabletells where the extra
tor is allowed to start sear
hing for the low-gain signal if the high-gain arrival time is known. It avoids that the extra
tor gets 
onfused by possible high-gainsignals leaking into the \low-gain" region (default: -2.8).3.3.1 Sliding Window with Amplitude-Weighted TimeThis extra
tor is implemented in the MARS-
lass MExtra
tTimeAndChargeSlidingWin-dow. It extra
ts the signal from a sliding window of an adjustable size, for high-gain andlow-gain individually (default: 6 and 6). The signal is the one whi
h maximizes the summed(
lo
k-noise and pedestal-
orre
ted) 
onse
utive FADC sli
e 
ontents.The amplitude-weighted arrival time is 
al
ulated from the window with the highest FADCsli
e 
ontents integral using the following formula:
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t = Pi0+ws�1i=i0 si � iPi0+ws�1i=i0 i (1)where i denotes the FADC sli
e index, starting from sli
e i0 and running over a window of sizews. si the 
lo
k-noise and pedestal-
orre
ted FADC sli
e 
ontents at sli
e position i.The following adjustable parameters have to be set from outside:Window sizes: Independently for high-gain and low-gain (default: 6,6)Figure 10 gives a sket
h of the re
onstru
ted arrival time of the possible extra
tion windowpositions in two typi
al 
alibration pulses.
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Figure 10: Sket
h of the 
al
ulated arrival times for the extra
tor MExtra
tTimeAndChargeSlid-ingWindow for two typi
al 
alibration pulses (pedestals have been subtra
ted) and a typi
al innerpixel. The extra
tion window sizes modify the position of the (amplitude-weighted) mean FADC-sli
esslightly. The pulse would be shifted half a sli
e to the right for an outer pixel.3.3.2 Cubi
 Spline with Sliding Window or Amplitude Extra
tionThis extra
tor is implemented in the MARS-
lass MExtra
tTimeAndChargeSpline. Itinterpolates the FADC 
ontents using a 
ubi
 spline algorithm, adapted from [11℄. In a se
ondstep, it sear
hes for the position of the spline maximum. From then on, two possibilities areo�ered:Extra
tion Type Amplitude: The amplitude of the spline maximum is taken as 
hargesignal and the (pre
ise) position of the maximum is returned as arrival time. This typeis faster, sin
e a spline integration is not performed.
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tors 17Extra
tion Type Integral: The integrated spline between maximum position minus risetime (default: 1.5 sli
es) and maximum position plus fall time (default: 4.5 sli
es) istaken as 
harge signal and the position of the half maximum left from the position of themaximum is returned as arrival time (default). The low-gain signal stret
hes the rise andfall time by a stret
h fa
tor (default: 1.5). This type is slower, but yields more pre
iseresults (see se
tion ??) . The 
harge integration resolution is set to 0.1 FADC sli
es.The following adjustable parameters have to be set from outside:Charge Extra
tion Type: The amplitude of the spline maximum 
an be 
hosen while theposition of the maximum is returned as arrival time. This type is fast.Otherwise, the integrated spline between maximum position minus rise time (default: 1.5sli
es) and maximum position plus fall time (default: 4.5 sli
es) is taken as signal and theposition of the half maximum is returned as arrival time (default). The low-gain signalstret
hes the rise and fall time by a stret
h fa
tor (default: 1.5). This type is slower, butmore pre
ise. The 
harge integration resolution is 0.1 FADC sli
es.Rise Time and Fall Time: Can be adjusted for the integration 
harge extra
tion type.Resolution: De�ned as the maximum allowed di�eren
e between the 
al
ulated half maxi-mum value and the 
omputed spline value at the arrival time position. Can be adjustedfor the half-maximum time extra
tion type.Low Gain Stret
h: Can be adjusted to a

ount for the larger rise and fall times in thelow-gain as 
ompared to the high gain pulses (default: 1.5)Figure 11 gives a sket
h of the re
onstru
ted arrival time for possible extra
tion window posi-tions in two typi
al 
alibration pulses.3.3.3 Digital FilterThis extra
tor is implemented in the MARS-
lassMExtra
tTimeAndChargeDigitalFilter.The goal of the digital �ltering method [12, 13℄ is to optimally re
onstru
t the amplitude andtime origin of a signal with a known signal shape from dis
rete measurements of the signal.Thereby, the noise 
ontribution to the amplitude re
onstru
tion is minimized.For the digital �ltering method, three assumptions have to be made:� The normalized signal shape has to be always 
onstant, espe
ially independent of thesignal amplitude and in time.� The noise properties have to be independent of the signal amplitude.� The noise auto-
orrelation matrix does not 
hange its form signi�
antly with time andoperation 
onditions.
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Figure 11: Sket
h of the 
al
ulated arrival times for the extra
torMExtra
tTimeAndChargeSplinefor two typi
al 
alibration pulses (pedestals have been subtra
ted) and a typi
al inner pixel. Theextra
tion window sizes modify the position of the (amplitude-weighted) mean FADC-sli
es slightly.The pulse would be shifted half a sli
e to the right for an outer pixel.The pulse shape is mainly determined by the arti�
ial pulse stret
hing by about 6 ns on there
eiver board. Thus the �rst assumption holds to a good approximation for all pulses withintrinsi
 signal widths mu
h smaller than the shaping 
onstant. Also the se
ond assumption isful�lled: Signal and noise are independent and the measured pulse is the linear superpositionof the signal and noise. The validity of the third assumption is dis
ussed below, espe
ially fordi�erent night sky ba
kground 
onditions.Let g(t) be the normalized signal shape, E the signal amplitude and � the time shift of thephysi
al signal from the predi
ted signal shape. Then the time dependen
e of the signal, y(t),is given by: y(t) = E � g(t� �) + b(t) ; (2)where b(t) is the time-dependent noise 
ontribution. For small time shifts � (usually smallerthan one FADC sli
e width), the time dependen
e 
an be linearized:y(t) = E � g(t)� E� � _g(t) + b(t) ; (3)where _g(t) is the time derivative of the signal shape. Dis
rete measurements yi of the signal attimes ti (i = 1; :::; n) have the form:yi = E � gi � E� � _gi + bi : (4)



3.3 Combined Extra
tors 19The 
orrelation of the noise 
ontributions at times ti and tj 
an be expressed in the noiseauto
orrelation matrix B: Bij = hbibji � hbiihbji : (5)The signal amplitude E, and the produ
t E� of amplitude and time shift, 
an be estimatedfrom the given set of measurements y = (y1; :::; yn) by minimizing the deviation of the mea-sured FADC sli
e 
ontents from the known pulse shape with respe
t to the known noise auto-
orrelation: �2(E;E�) = Xi;j (yi � Egi � E� _gi)(B�1)ij(yj � Egj � E� _gj) (6)= (y � Eg � E� _g)TB�1(y � Eg � E� _g) ; (7)where the last expression uses the matrix formalism. �2 is a 
ontinuous fun
tion of � andwill have to be dis
retized itself for numeri
al 
omputation appli
ations. �2 is in prin
ipleindependent of the noise level if always the appropriate noise auto
orrelation matrix is used.In our 
ase however, we de
ided to use one matrix B for all levels of night-sky ba
kground.Changes in the noise level lead only to a multipli
ative fa
tor for all matrix elements and thusdo not a�e
t the position of the minimum of �2. The minimum of �2 is obtained for:��2(E;E�)�E = 0 and ��2(E;E�)�(E�) = 0 : (8)Taking into a

ount that B is a symmetri
 matrix, this leads to the following two equationsfor the estimated amplitude E and the estimation for the produ
t of amplitude and time o�setE� : 0 = �gTB�1y + gTB�1gE + gTB�1 _gE� (9)0 = � _gTB�1y + _gTB�1gE + _gTB�1 _gE� : (10)Solving these equations one gets the following solutions:E(�) = wTamp(�)y with wamp = ( _gTB�1 _g)B�1g � (gTB�1 _g)B�1 _g(gTB�1g)( _gTB�1 _g)� ( _gTB�1g)2 ; (11)
E�(�) = wTtime(�)y with wtime = (gTB�1g)B�1 _g � (gTB�1 _g)B�1g(gTB�1g)( _gTB�1 _g)� ( _gTB�1g)2 : (12)
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tors 20Thus E and E� are given by a weighted sum of the dis
rete measurements yi with the weightsfor the amplitude, wamp(�), and time shift, wtime(�).The time dependen
e gets dis
retized on
e again leading to a set of weight samples whi
hthemselves depend on the dis
retized time � .Note the remaining time dependen
y of the two weight samples. This follows from the de-penden
e of g and _g on the relative position of the signal pulse with respe
t to FADC sli
espositions.Be
ause of the trun
ation of the Taylor series in equation (3) the above results are only validfor vanishing time o�sets � . For larger time o�sets, one has to iterate the problem using thetime shifted signal shape g(t� �).The 
ovarian
e matrix V of E and E� is given by:�V �1�ij = 12 ��2�2(E;E�)��i��j � with �i; �j 2 fE;E�g : (13)The expe
ted 
ontribution of the noise to the estimated amplitude, �E, is:�2E = V E;E = _gTB�1 _g(gTB�1g)( _gTB�1 _g)� ( _gTB�1g)2 : (14)The expe
ted 
ontribution of the noise to the estimated timing, �� , is:E2 � �2� < �2E� = V E�;E� = gTB�1g(gTB�1g)( _gTB�1 _g)� ( _gTB�1g)2 : (15)Both equations 14 and 15 are independent of the signal amplitude.In the MAGIC MC simulations [7℄, a night-sky ba
kground rate of 0.13 photoele
trons perns, an FADC gain of 7.8 FADC 
ounts per photo-ele
tron and an intrinsi
 FADC noise of1.3 FADC 
ounts per FADC sli
e is implemented. These numbers simulate the night skyba
kground 
onditions for an extragala
ti
 sour
e and result in a noise 
ontribution of about4 FADC 
ounts per single FADC sli
e: pBii � 4 FADC 
ounts. Using the digital �lter withweights determined for 6 FADC sli
es (i = 0:::5) the errors of the re
onstru
ted signal and timeamount to:�E � 8:3 FADC 
ounts (� 1:1 phe) �� � 6:5 �TFADC(E = FADC 
ounts) (� 2:8 nsE = Nphe ) ; (16)where �TFADC = 3:33 ns is the sampling interval of the MAGIC FADCs. The error in there
onstru
ted signal 
orresponds to about one photo ele
tron. For signals of the size of twophoto ele
trons, the timing error is about 1.4 ns.
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tors 21An IACT has typi
ally two types of ba
kground noise: On the one hand, there is the 
onstantlypresent ele
troni
s noise, while on the other hand, the light of the night sky introdu
es a sizeableba
kground to the measurement of the Cherenkov photons from air showers.The ele
troni
s noise is largely white, i.e. un
orrelated in time. The noise from the nightsky ba
kground photons is the superposition of the dete
tor response to single photo ele
tronsfollowing a Poisson distribution in time. Figure 12 shows the noise auto
orrelation matrix foran open 
amera. The large noise auto
orrelation of the 
urrent FADC system is due to thepulse shaping (with the shaping 
onstant equivalent to about two FADC sli
es).In general, the amplitude and time weights, wamp and wtime, depend on the pulse shape,the derivative of the pulse shape and the noise auto
orrelation. In the high gain samples,the 
orrelated night sky ba
kground noise dominates over the white ele
troni
s noise. As a
onsequen
e, di�erent noise levels 
ause the elements of the noise auto
orrelation matrix to
hange by the same fa
tor, whi
h 
an
els out in the weights 
al
ulation. Figure 12 shows thenoise auto
orrelation matrix for two di�erent levels of night sky ba
kground (top) and the ratiobetween the 
orresponding elements of both (bottom). The 
entral regions of �3 FADC sli
esaround the diagonal (whi
h is used to 
al
ulate the weights) deviate by less than 10%. Thus,the weights are to a reasonable approximation independent of the night sky ba
kground noiselevel in the high gain.In the low gain samples the 
orrelated noise of the LONS is in the same order of magnitudeas the white ele
troni
s and digitization noise. Moreover, the noise auto
orrelation for the lowgain samples 
annot be determined dire
tly from the data. The low gain is only swit
hed onif the pulse ex
eeds a preset threshold. There are no pedestals in the low gain available. Thusthe noise auto-
orrelation determined from MC simulations for an extragala
ti
 ba
kground isalso used to 
ompute the weights for 
osmi
s and 
alibration pulses.Using the average re
onstru
ted pulpo pulse shapes, as shown in �gure 5, and the re
onstru
tednoise auto
orrelation matri
es from pedestal runs with random triggers, the digital �lter weightsare 
omputed. As the pulse shapes in the high and low gain and for 
osmi
s, 
alibration andpulpo events are somewhat di�erent, dedi
ated digital �lter weights are 
omputed for theseevent 
lasses. Also �lter weights optimized for MC simulations are 
al
ulated. High/low gain�lter weights are 
omputed for the following event 
lasses:1. 
osmi
s weights: for 
osmi
s events2. 
alibration weights UV: for UV 
alibration pulses3. 
alibration weights blue: for blue and green 
alibration pulses4. MC weights: for MC simulations5. pulpo weights: for pulpo runs.Figures 13 and 14 show the amplitude and timing weights for the MC pulse shape. The �rstweight wamp=time(t0) is plotted as a fun
tion of the relative time trel between the trigger and theFADC 
lo
k in the range [�0:5; 0:5[ TADC, the se
ond weight in the range [0:5; 1:5[ TADC andso on. A binning resolution of 0:1TADC has been 
hosen.
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Figure 12: Noise auto
orrelation matrix B for open 
amera and averaged over all pixels. The top�gure shows B obtained with 
amera pointing o� the gala
ti
 plane (and low night sky ba
kground
u
tuations). The 
entral �gure shows B with the 
amera pointing into the gala
ti
 plane (high nightsky ba
kground) and the bottom plot shows the ratio between both. One 
an see that the entries ofB do not simply s
ale with the amount of night sky ba
kground.
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tors 23high gain shape high gain noise low gain shape low gain noise
osmi
s 25945 (pulpo) 38995 (extragal.) 44461 (pulpo) MC lowUV 36040 (UV) 38995 (extragal.) 44461 (pulpo) MC lowblue 31762 (blue) 38995 (extragal.) 31742 (blue) MC lowMC MC MC high MC MC lowpulpo 25945 (pulpo) 38993 (no LONS) 44461 (pulpo) MC lowTable 1: The used runs for the pulse shapes and noise auto-
orrelations for the digital �lter weights ofthe di�erent event types.
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Figure 13: Time weights wtime(t0) : : : wtime(t5) for a window size of 6 FADC sli
es for the pulse shapeused in the MC simulations. The �rst weight wtime(t0) is plotted as a fun
tion of the relative timetrel the trigger and the FADC 
lo
k in the range [�0:5; 0:5[ TADC, the se
ond weight in the range[0:5; 1:5[ TADC and so on. A binning resolution of 0:1TADC has been 
hosen.In the 
urrent implementation a two step pro
edure is applied to re
onstru
t the signal. Theweight fun
tions wamp(t) and wtime(t) are 
omputed numeri
ally with a resolution of 1=10 of anFADC sli
e. In the �rst step the quantities ei0 and (e�)i0 are 
omputed using a window of nsli
es: ei0 = i0+n�1Xi=i0 wamp(ti)y(ti+i0) (e�)i0 = i0+n�1Xi=i0 wtime(ti)y(ti+i0) (17)for all possible signal start sli
es i0. Let i�0 be the signal start sli
e yielding the largest ei0 . Thenin a se
ond step the timing o�set � is 
al
ulated:� = (e�)i�0ei�0 (18)
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Figure 14: Amplitude weights wamp(t0) : : : wamp(t5) for a window size of 6 FADC sli
es for the pulseshape used in the MC simulations. The �rst weight wamp(t0) is plotted as a fun
tion of the relativetime trel the trigger and the FADC 
lo
k in the range [�0:5; 0:5[ TADC, the se
ond weight in the range[0:5; 1:5[ TADC and so on. A binning resolution of 0:1TADC has been 
hosen.Using this value of � , another iteration is performed:E = i�0+n�1Xi=i�0 wamp(ti � �)y(ti+i�0) E� = i�0+n�1Xi=i�0 wtime(ti � �)y(ti+i�0) : (19)The re
onstru
ted signal is then taken to be E and the re
onstru
ted arrival time tarrival istarrival = i�0 + � + � : (20)Figure 15 shows the result of the applied amplitude and time weights to the re
orded FADCtime sli
es of one simulated MC pulse. The left plot displays the result of the applied amplitudeweights e(t0) = Pi=n�1i=0 wamp(t0 + i � TADC)y(t0 + i � TADC) and the right plot shows the resultof the applied timing weights e�(t0) =Pi=n�1i=0 wtime(t0 + i � TADC)y(t0 + i � TADC) as a fun
tionof the time shift t0.Figure 16 shows the signal pulse shape of a typi
al MC event together with the simulated FADCsli
es of the signal pulse plus noise. The digital �lter has been applied to re
onstru
t the signalsize and timing. Using this information together with the average normalized MC pulse shapethe simulated signal pulse shape is re
onstru
ted and shown as well.The following free adjustable parameters have to be set from outside:Weights File: An as
ii-�le 
ontaining the weights, the binning resolution and the windowsize. Currently, the following weight �les have been 
reated:
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Figure 15: Digital �lter weights applied to the re
orded FADC time sli
es of one simulated MC pulse.The left plot shows the result of the applied amplitude weights e(t0) =Pi=n�1i=0 wamp(t0+i�TADC)y(t0+i�TADC) and the right plot displays the result of the applied timing weights e�(t0) =Pi=n�1i=0 wtime(t0+i � TADC)y(t0 + i � TADC) as a fun
tion of the time shift t0.
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Figure 16: Simulated signal pulse shape and FADC sli
es for a typi
al MC event. The FADC mea-surements are a�e
ted by noise. Using the digital �lter and the average MC pulse shape the signalshape is re
onstru
ted. The event shown is the same as in �gure 15.� "
osmi
s weights.dat" with a window size of 6 FADC sli
es� "
osmi
s weights4.dat" with a window size of 4 FADC sli
es� "
alibration weights blue.dat" with a window size of 6 FADC sli
es� "
alibration weights4 blue.dat" with a window size of 4 FADC sli
es



3.3 Combined Extra
tors 26� "
alibration weights UV.dat" with a window size of 6 FADC sli
es and in the low-gain the 
alibration weights obtained from blue pulses1.� "
alibration weights4 UV.dat" with a window size of 4 FADC sli
es and in the low-gain the 
alibration weights obtained from blue pulses2.Figure 17 gives a sket
h of the re
onstru
ted arrival time of the possible extra
tion windowpositions in two typi
al 
alibration pulses.
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Figure 17: Sket
h of the 
al
ulated arrival times for the extra
tor MExtra
tTimeAndChargeDigitalFil-ter for two typi
al 
alibration pulses (pedestals have been subtra
ted) and a typi
al inner pixel. Theextra
tion window sizes modify the position of the (amplitude-weighted) mean FADC-sli
es slightly.The pulse would be shifted half a sli
e to the right for an outer pixels.3.3.4 Digital Filter with Global Peak Sear
hThis extra
tor is implemented in the MARS-
lass MExtra
tTimeAndChargeDigitalFil-terPeakSear
h.The idea of this extra
tor is to 
ombine MExtra
tFixedWindowPeakSear
h (the samereferen
e point for all pixels) and MExtra
tTimeAndChargeDigitalFilter, where the ref-eren
e point is determined pixel by pixel, in order to 
orre
t for 
oherent movements in arrivaltime for all pixels and still use the digital �lter �t 
apabilities.In a �rst loop over the pixels, it �xes a referen
e point (sli
e number) de�ned by the highestsum of 
onse
utive non-saturating FADC sli
es in a (smaller) peak-sear
h window.In a se
ond loop over the pixels, it uses the digital �lter algorithm within a redu
ed extra
tionwindow. It loops twi
e over all pixels in every event, be
ause it has to �nd the referen
e point,�rst.1UV-pulses saturating the high-gain are not yet available.2UV-pulses saturating the high-gain are not yet available.



3.4 Used Extra
tors for this Analysis 27As in the 
ase of MExtra
tFixedWindowPeakSear
h, for a high intensity 
alibration run
ausing high-gain saturation in the whole 
amera, this extra
tor apparently fails sin
e onlydead pixels are taken into a

ount in the peak sear
h whi
h 
annot produ
e a saturated signal.For this spe
ial 
ase, the extra
tor then de�nes the peak sear
h window as the one startingfrom the mean position of the �rst saturating sli
e.The following adjustable parameters have to be set from outside, additionally to the ones to beset in MExtra
tTimeAndChargeDigitalFilter:Peak Sear
h Window: De�nes the \sliding window" size within whi
h the peaking sum issear
hed for (default: 2 sli
es)O�set left from Peak: De�nes the left o�set of the start of the extra
tion window w.r.t.the starting point of the obtained peak sear
h window (default: 3 sli
es)O�set right from Peak: De�nes the right o�set of the of the extra
tion window w.r.t. thestarting point of the obtained peak sear
h window (default: 3 sli
es)Limit for high gain failure events: De�nes the limit of the number of events whi
h failedto be in the high-gain window before the run is reje
ted.Limit for low gain failure events: De�nes the limit of the number of events whi
h failedto be in the low-gain window before the run is reje
ted.In prin
iple, the \o�sets" 
an be 
hosen very small, be
ause both showers and 
alibration pulsesspread over a very small time interval, typi
ally less than one FADC sli
e. However, the MAGICDAQ produ
es arti�
ial jumps of two FADC sli
es from time to time3, so the 3 sli
es are madein order not to reje
t these pixels already with the extra
tor.3.3.5 Real Fit to the Expe
ted Pulse ShapeThe digital �lter is a sophisti
ated numeri
al tool to �t the read-out FADC samples with theexpe
ted wave form taking the auto
orrelation of the noise into a

ount. In order to 
ross-
he
kthe results a pulse shape �t has been implemented using the root TH1::Fit routine. For ea
hevent the FADC samples of ea
h pixel are �lled into a histogram and �t by the expe
ted waveform having the time shift and the area of the �t pulse as free parameters. The results are invery good agreement with the results of the digital �lter.Figure 18 shows the distribution of the �t probability for simulated MC pulses. Both ele
troni
sand NSB noise are simulated. The distribution is mainly 
at with a slight ex
ess in the verylowest probability bins.This extra
tor is not (yet) implemented as a MARS-
lass.3.4 Used Extra
tors for this AnalysisWe tested in this TDAS the following parameterized extra
tors:3in 5% of the events per pixel in De
ember 2004
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Figure 18: Probability of the �t with the input signal shape to the simulated FADC samples in
ludingele
troni
s and NSB noise.MExtra
tFixedWindow : with the following initialization, if maxbin de�nes the mean po-sition of the high-gain FADC sli
e whi
h 
arries the pulse maximum 4 :1. SetRange(maxbin-1,maxbin+2,maxbin+0.5,maxbin+3.5);2. SetRange(maxbin-1,maxbin+2,maxbin-0.5,maxbin+4.5);3. SetRange(maxbin-2,maxbin+3,maxbin-0.5,maxbin+4.5);4. SetRange(maxbin-2,maxbin+5,maxbin-0.5,maxbin+6.5);5. SetRange(maxbin-3,maxbin+10,maxbin-1.5,maxbin+7.5);MExtra
tFixedWindowSpline : with the following initialization, if maxbin de�nes themean position of the high-gain FADC sli
e 
arrying the pulse maximum 5:6. SetRange(maxbin-1,maxbin+3,maxbin+0.5,maxbin+4.5);7. SetRange(maxbin-1,maxbin+3,maxbin-0.5,maxbin+5.5);8. SetRange(maxbin-2,maxbin+4,maxbin-0.5,maxbin+5.5);9. SetRange(maxbin-2,maxbin+6,maxbin-0.5,maxbin+7.5);10. SetRange(maxbin-3,maxbin+11,maxbin-1.5,maxbin+8.5);4The fun
tion MExtra
tor::SetRange(higain �rst, higain last, logain �rst, logain last) sets the extra
tionrange with the high gain start bin higain �rst to (in
luding) the last bin higain last . Analog for the lowgain extra
tion range. Note that in MARS, the low-gain FADC samples start with the index 0 again, thusmaxbin+0.5 means in reality maxbin+15+0.5 .5The fun
tion MExtra
tor::SetRange(higain �rst, higain last, logain �rst, logain last) sets the extra
tionrange with the high gain start bin higain �rst to (in
luding) the last bin higain last . Analog for the lowgain extra
tion range. Note that in MARS, the low-gain FADC samples start with the index 0 again, thusmaxbin+0.5 means in reality maxbin+15+0.5 .



3.4 Used Extra
tors for this Analysis 29MExtra
tFixedWindowPeakSear
h : with the following initialization:SetRange(0,18,2,14); and:11. SetWindows(2,2,2); SetO�setFromWindow(0);12. SetWindows(4,4,2); SetO�setFromWindow(1);13. SetWindows(4,6,4); SetO�setFromWindow(0);14. SetWindows(6,6,4); SetO�setFromWindow(1);15. SetWindows(8,8,4); SetO�setFromWindow(1);16. SetWindows(14,10,4); SetO�setFromWindow(2);MExtra
tTimeAndChargeSlidingWindow : with the following initialization:17. SetWindowSize(2,2); SetRange(5,11,7,11);18. SetWindowSize(4,4); SetRange(5,13,6,12);19. SetWindowSize(4,6); SetRange(5,13,5,13);20. SetWindowSize(6,6); SetRange(4,14,5,13);21. SetWindowSize(8,8); SetRange(4,16,4,14);22. SetWindowSize(14,10); SetRange(5,10,7,11);MExtra
tTimeAndChargeSpline : with the following initialization:23. SetChargeType(MExtra
tTimeAndChargeSpline::kAmplitude);SetRange(5,10,7,10);SetChargeType(MExtra
tTimeAndChargeSpline::kIntegral);and:24. SetRiseTime(0.5); SetFallTime(0.5); SetRange(5,10,7,11);25. SetRiseTime(0.5); SetFallTime(1.5); SetRange(5,11,7,12);26. SetRiseTime(1.0); SetFallTime(3.0); SetRange(4,12,5,13);27. SetRiseTime(1.5); SetFallTime(4.5); SetRange(4,14,3,13);MExtra
tTimeAndChargeDigitalFilter : with the following initialization:28. SetWeightsFile(\
osmi
s weights.dat"); SetRange(4,14,5,13);29. SetWeightsFile(\
osmi
s weights4.dat"); SetRange(5,13,6,12);30. SetWeightsFile(\
alibration weights UV.dat");31. SetWeightsFile(\
alibration weights4 UV.dat");32. SetWeightsFile(\
alibration weights blue.dat");33. SetWeightsFile(\
alibration weights4 blue.dat");Referen
es: [13, 12℄.



4 Criteria for the Optimal Signal Extra
tion 304 Criteria for the Optimal Signal Extra
tionThe goal for the optimal signal re
onstru
tion algorithm is to 
ompute an unbiased estimate ofthe strength and arrival time of the Cherenkov signal with the highest possible resolution forall signal intensities. The MAGIC teles
ope has been optimized to lower the energy thresholdof observation in any respe
t. Parti
ularly the 
hoi
e for an FADC system has been made withan eye on the possibility to extra
t the smallest possible signals from air showers. It wouldbe in
onsequent not to 
ontinue the optimization pro
edure in the signal extra
tion algorithmsand the subsequent image 
leaning.In the traditional image analysis, one takes the de
ision whether the extra
ted signal of a
ertain pixel is 
onsidered as signal or ba
kground. Those 
onsidered as signal are furtherused to 
ompute the image parameters while the ba
kground ones are simply reje
ted. The
al
ulation of the se
ond moments of the image \ellipse" usually fails when applied to un-
leaned images, therefore the de
ision is yes or no6. Moreover, already low 
ontributions ofmis-estimated ba
kground 
an degrade the resolution of the image parameters 
onsiderably. Ifone wants to lower the threshold for signal re
ognition, it is therefore mandatory to in
reasethe eÆ
ien
y with whi
h the ba
kground is re
ognized as su
h. If the ba
kground resolution isbad, the signal threshold goes up and vi
e versa.Also an a

urate determination of the signal arrival time may help to distinguish betweensignal and ba
kground. The signal arrival times vary smoothly from pixel to pixel while theba
kground noise is randomly distributed in time. Therefore it must be insured that there
onstru
ted arrival time 
orresponds to the same re
onstru
ted pulse as the re
onstru
ted
harge.One 
uts on the probability that the re
onstru
ted 
harge is due to ba
kground. This yields alower re
onstru
ted signal limit for an event being 
onsidered as signal at all. The lower thelimit (keeping 
onstant the ba
kground probability), the lower the analyzed energy threshold.Furthermore, the algorithm must be stable with respe
t to 
hanges in observation 
onditionsand ba
kground levels and between signals obtained from gamma or hadroni
 showers or frommuons.Also the needed 
omputing time is of 
on
ern.4.1 Bias and Mean-squared ErrorConsider a large number of identi
al signals S, 
orresponding to a �xed number of photo-ele
trons. By applying a signal extra
tor we obtain a distribution of estimated signals bS (for�xed S and �xed ba
kground 
u
tuations BG). The distribution of the quantityX = bS � S (21)has the mean B and the resolution R de�ned as:6This restri
tion is not ne
essary any more in all advan
ed analyses using likelihood �ts to the images orfourier transforms. Thereby any bias of the re
onstru
ted signal leads to potentially wrong results.
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B = < X > = < bS > � S (22)R2 = < (X �B)2 > = V ar[bS℄ (23)MSE = < X2 > = V ar[bS℄ + B2 (24)The parameter B is also 
alled the BIAS of the estimator andMSE theMEAN-SQUAREDERROR whi
h 
ombines the varian
e of bS and the bias. Both depend generally on the size ofS and the ba
kground 
u
tuations BG, thus: B = B(S;BG) and MSE = MSE(S;BG).Usually, one measures easily the parameter R, but needs the MSE for statisti
al analysis (e.g.in the image 
leaning). However, only in 
ase of a vanishing bias B, the two numbers are equal.Otherwise, the bias B has to be known beforehand.In the 
ase of MAGIC the ba
kground 
u
tuations are due to ele
troni
s noise and the PMTresponse to LONS. The signals from the latter ba
kground are not distinguishable from theCherenkov signals. Thus ea
h algorithm whi
h sear
hes for the signals inside the re
ordedFADC time sli
es will have a bias. In 
ase of no Cherenkov signal it will re
onstru
t the largestnoise pulse.Note that every sliding window extra
tor, the digital �lter and the spline extra
tor have a bias,espe
ially at low or vanishing signals S, but usually a mu
h smaller R and in many 
ases asmaller MSE than the �xed window extra
tors.4.2 LinearityThe re
onstru
ted signal should be proportional to the total integrated 
harge in the FADCsdue to the PMT pulse from the Cherenkov signal. A deviation from linearity is usually obtainedin the following 
ases:� At very low signals, the bias 
auses as too high re
onstru
ted signal (positive X).� At very high signals, the FADC system goes into saturation and the re
onstru
ted signalbe
omes too low (negative X).� Any error in the inter-
alibration between the high- and low-gain a
quisition 
hannelsyield an e�e
tive deviation from linearity.The linearity is very important for the re
onstru
tion of the shower energy and further theobtained energy spe
tra from the observed sour
es.4.3 Low Gain Extra
tionBe
ause of the pe
uliarities of the MAGIC data a
quisition system, the extra
tion of the low-gain pulse is somewhat 
riti
al: The low-gain pulse shape di�ers signi�
antly from the high-gain shape. Due to the analog delay line, the low-gain pulse is wider and the integral 
harge isdistributed over a longer time window.



4.4 Stability 32The time delay between high-gain and low-gain pulse is small, thus for large pulses, mis-interpretations between the tails of the high-gain pulse and the low-gain pulse might o

ur.Moreover, the total re
orded time window is relatively small and for late high-gain pulses,parts of the low-gain pulse might already rea
h out of the re
orded FADC window. A goodextra
tor must be stably extra
ting the low-gain pulse without being 
onfused by the abovepoints. This is espe
ially important sin
e the low-gain pulses are due to the large signals witha big impa
t on the image parameters, espe
ially the size parameter.4.4 StabilityThe signal extra
tion algorithms has to re
onstru
t stably the 
harge for di�erent types ofpulses with di�erent intrinsi
 pulse shapes and ba
kgrounds:� 
osmi
s signals from gammas, hadrons and muons� 
alibration pulses from di�erent LED 
olor pulsers� pulse generator pulses in the pulpo setupAn important point is the di�eren
e between the pulse shapes of the 
alibration and Cherenkovsignals. It has to be ensured that the 
omputed 
alibration fa
tor between the re
onstru
ted
harge in FADC 
ounts and photo ele
trons for 
alibration events is valid for signals fromCherenkov photons.4.5 Intrinsi
 Di�eren
es between Calibration and Cosmi
s PulsesThe 
alibration pulse re
onstru
tion sets two important 
onstraints to the signal extra
tor:1. As the standard 
alibration uses the F-Fa
tor method in order to re
onstru
t the numberof impinging photo-ele
trons, the resolution of the extra
tor must be 
onstant for di�erentsignal heights, espe
ially between the 
ase: S = 0 and S = 40� 7 photo-ele
trons whi
his the default intensity of the 
urrent 
alibration pulses. This 
onstraint is espe
iallynon-trivial for extra
tors sear
hing the signal in a sliding window.2. As the 
alibration pulses are slightly wider than the 
osmi
s pulses, the obtained 
on-version fa
tors must not be a�e
ted by the di�eren
e in pulse shape. This puts severe
onstraints on all extra
tors whi
h do not integrate the whole pulse or take the pulseshape into a

ount.4.6 Re
onstru
tion SpeedDepending on the re
onstru
tion algorithm the signal re
onstru
tion 
an take a signi�
antamount of CPU time. Espe
ially the more sophisti
ated signal extra
tors 
an be time 
onsumingwhi
h sear
h for the position of the Cherenkov signals in the re
orded FADC time sli
es andperform a �t to these samples. At any 
ase, the extra
tor should not be signi�
antly slowerthan the reading and writing routines of the MARS software.Thus, for an online-analysis a di�erent extra
tion algorithm might be 
hosen as for the �nalmost a

urate re
onstru
tion of the signals o�ine.



4.7 Appli
ability for Di�erent Sampling Speeds / No Pulse Shaping. 334.7 Appli
ability for Di�erent Sampling Speeds / No Pulse Shaping.The 
urrent read-out system of the MAGIC teles
ope [4℄ with 300 MSamples/s is relativelyslow 
ompared to the fast pulses of about 2 ns FWHM of Cherenkov pulses. To a
quire thepulse shape an arti�
ial pulse shaping to about 6.5 ns FWHM is used. Thereby also more nightsky ba
kground light is integrated whi
h a
ts as noise.For 2 ns FWHM fast pulses a 2 GSamples/s FADC provides at least 4 sampling points. Thispermits a reasonable re
onstru
tion of the pulse shape. First prototype tests with fast dig-itization systems for MAGIC have been su

essfully 
ondu
ted [14℄. The signals have beenre
onstru
ted within the 
ommon MAGIC Mars software framework.



5 Monte Carlo 345 Monte Carlo5.1 Introdu
tionMany 
hara
teristi
s of the extra
tor 
an only be investigated with the use of Monte-Carlosimulations [7℄ of signal pulses and noise for the following reasons:� While in real 
onditions, the signal 
an only be obtained in a Poisson distribution, simu-lated pulses of a spe
i�
 number of photo-ele
trons 
an be generated.� The intrinsi
 arrival time spread 
an be 
hosen within the simulation.� The same pulse 
an be studied with and without added noise, where the noise level 
anbe deliberately adjusted.� The photo-multiplier and opti
al link gain 
u
tuations 
an be tuned or swit
hed o� 
om-pletely.Nevertheless, there are always systemati
 di�eren
es between the simulation and the real de-te
tor. In our 
ase, espe
ially the following short-
omings are of 
on
ern:� No swit
hing noise due to the low-gain swit
h has been simulated.� The intrinsi
 transit time spread of the photo-multipliers has not been simulated.� The pulses have been simulated in steps of 0.2 ns before digitization. There is thus anarti�
ial numeri
al time resolution limit of 0:2 ns=p12 � 0:06 ns.� The total dynami
 range of the entire signal transmission 
hain was set to in�nite, thusthe dete
tor has been simulated to be 
ompletely linear.� The noise auto-
orrelation in the low-gain 
hannel 
annot be determined from data, butinstead has to be retrieved from Monte-Carlo studies.For the subsequent studies, the following settings have been used:� The gain 
u
tuations for signal pulses were swit
hed o�.� The gain 
u
tuations for the ba
kground noise of the light of night sky were instead fullysimulated, i.e. very 
lose to real 
onditions.� The intrinsi
 arrival time spread of the photons was set to be 1 ns, as expe
ted for gammashowers.� The 
onversion of total integrated 
harge to photo-ele
trons was set to be 7.8 FADC 
ountsper photo-ele
tron, independent of the signal strength.� The trigger jitter was set to be uniformly distributed over 1 FADC sli
e only.



5.2 Conversion Fa
tors 35� Only one inner pixel has been simulated.� The night sky ba
kground was simulated about 20% lower than in extra-gala
ti
 sour
eobservation 
onditions.The last point had the 
onsequen
e that the extra
torMExtra
tFixedWindowPeakSear
h
ould not be tested sin
e it was equivalent to the sliding window. In the following, we used theMonte-Carlo to determine espe
ially the following quantities for ea
h of the tested extra
tors:� The 
harge resolution as a fun
tion of the input signal strength.� The 
harge extra
tion bias as a fun
tion of the input signal strength.� The time resolution as a fun
tion of the input signal strength.� The e�e
t of adding or removing noise for the above quantities.5.2 Conversion Fa
torsThe following �gures 19 through 21 show the 
onversion fa
tors between re
onstru
ted 
hargeand the number of input photo-ele
trons for ea
h of the tested extra
tors, with and withoutadded noise and for the high-gain and low-gain 
hannels, respe
tively. One 
an see that the
onversion fa
tors depend on the extra
tion window size and that the addition of noise raisesthe 
onversion fa
tors uniformly for all �xed window extra
tors in the high-gain 
hannel, whileall extra
tors using a sliding window show a bias at low signal intensities.
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Figure 19: Extra
ted 
harge per photoele
tron versus number of photoele
trons, for �xed windowextra
tors in di�erent window sizes. The top plots show the high-gain and the bottom ones low-gainregions. Left: without noise, right: with simulated noise.
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Figure 20: Extra
ted 
harge per photoele
tron versus number of photoele
trons, for sliding windowextra
tors in di�erent window sizes. The top plots show the high-gain and the bottom ones low-gainregions. Left: without noise, right: with simulated noise.
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Figure 21: Extra
ted 
harge per photoele
tron versus number of photoele
trons, for spline and digital�lter extra
tors in di�erent window sizes. The top plots show the high-gain and the bottom oneslow-gain regions. Left: without noise, right: with simulated noise.



5.3 Measurement of the Biases 395.3 Measurement of the BiasesWe �tted the 
onversion fa
tors obtained from the previous se
tion in the 
onstant region (above10 phe) and used them to 
onvert the extra
ted 
harge ba
k to equivalent photo-ele
trons. Aftersubtra
ting the simulated number of photo-ele
trons, the bias (in units of photo-ele
trons) isobtained.Figure 22 through 27 show the results for the tested extra
tors, with and without added noiseand for the high and low-gain regions separately.As expe
ted, the �xed window extra
tor do not show any bias up to statisti
al pre
ision. Allsliding window extra
tor, however, do show a bias. Usually, the bias vanishes for signals above5{10 photo-ele
trons, ex
ept for the sliding windows with window sizes above 8 FADC sli
es.There, the bias only vanishes for signals above 20 photo-ele
trons. The size of the bias aswell as the minimum signal strength above whi
h the bias vanishes are 
learly 
orrelated withthe extra
tion window size. Therefore, smaller window sizes yield smaller biases and extendtheir linear range further downwards. The best extra
tors have a negligible bias above about5 photo-ele
trons. This 
orresponds to the results found in se
tion 6 where the lowest image
leaning threshold for extra-gala
ti
 noise levels yields about 5 photo-ele
trons as well.All integrating spline extra
tors and all sliding window extra
tors with extra
tion windowsabove or equal 6 FADC sli
es yield the 
omparably smallest biases. The spline and digital �lterbiases fall down very steeply and have a bias only below 7 photo-ele
trons.
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Figure 22: The measured bias (extra
ted 
harge divided by the 
onversion fa
tor minus the numberof photoele
trons) versus number of photoele
trons, for �xed window extra
tors in di�erent windowsizes. The top plots show the high-gain and the bottom ones low-gain regions. Left: without noise,right: with simulated noise.
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Figure 23: The measured bias (extra
ted 
harge divided by the 
onversion fa
tor minus the numberof photoele
trons) versus number of photoele
trons, for sliding window extra
tors in di�erent windowsizes. The top plots show the high-gain and the bottom ones low-gain regions. Left: without noise,right: with simulated noise.



5.3 Measurement of the Biases 42

pheN
0 10 20 30 40

 [
p

h
e]

p
h

e
)-

N
p

h
e

(c
h

ar
g

e/
c

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5 =3.88
phe

Spline Amplitude    Global Range  6slc. c

=3.62
phe

Spline Int. 0.5,0.5 Global Range  6slc. c

=5.54
phe

Spline Int. 0.5,1.5 Global Range  7slc. c

=7.24
phe

Spline Int. 0.5,2.5 Global Range  9slc. c

=7.70
phe

Spline Int. 1.5,4.5 Global Range 11slc. c

=8.16
phe

Digital Filter Cosmics w 6 Global Range  11slc. c

=7.47
phe

Digital Filter MC w 6 Global Range  11slc. c

=7.02
phe

Digital Filter MC w 4 Global Range  9slc. c

pheN
0 10 20 30 40

 [
p

h
e]

p
h

e
)-

N
p

h
e

(c
h

ar
g

e/
c

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

=3.88
phe

Spline Amplitude    Global Range  6slc. c

=3.62
phe

Spline Int. 0.5,0.5 Global Range  6slc. c

=5.54
phe

Spline Int. 0.5,1.5 Global Range  7slc. c

=7.24
phe

Spline Int. 0.5,2.5 Global Range  9slc. c

=7.71
phe

Spline Int. 1.5,4.5 Global Range 11slc. c

=8.17
phe

Digital Filter Cosmics w 6 Global Range  11slc. c

=7.48
phe

Digital Filter MC w 6 Global Range  11slc. c

=7.02
phe

Digital Filter MC w 4 Global Range  9slc. c

pheN
0 50 100 150 200 250 300 350 400 450

 [
p

h
e]

p
h

e
)-

N
p

h
e

(c
h

ar
g

e/
c

-10

-8

-6

-4

-2

0

2

4

6

8

10

=0.22
phe

Spline Amplitude Global Range  6slc. c

=0.30
phe

Spline Int. 0.75,0.75 Global Range  6slc. c

=0.49
phe

Spline Int. 0.75,2.25 Global Range  7slc. c

=0.67
phe

Spline Int. 1.5,4.5 Global Range  9slc. c

=0.73
phe

Spline Int. 2.25,6.75 Global Range 11slc. c

=0.65
phe

Digital Filter MC w 6 Global Range  11slc. c

=0.58
phe

Digital Filter MC w 4 Global Range  9slc. c

 and calib with constant (Charge/Nphe vs. Nphe)
phe

 - N
phe

charge/c

pheN
0 50 100 150 200 250 300 350 400 450

 [
p

h
e]

p
h

e
)-

N
p

h
e

(c
h

ar
g

e/
c

-10

-8

-6

-4

-2

0

2

4

6

8

10

=0.22
phe

Spline Amplitude Global Range  6slc. c

=0.30
phe

Spline Int. 0.75,0.75 Global Range  6slc. c

=0.49
phe

Spline Int. 0.75,2.25 Global Range  7slc. c

=0.67
phe

Spline Int. 1.5,4.5 Global Range  9slc. c

=0.73
phe

Spline Int. 2.25,6.75 Global Range 11slc. c

=0.65
phe

Digital Filter MC w 6 Global Range  11slc. c

=0.58
phe

Digital Filter MC w 4 Global Range  9slc. c

 and calib with constant (Charge/Nphe vs. Nphe)
phe

 - N
phe

charge/c

Figure 24: The measured bias (extra
ted 
harge divided by the 
onversion fa
tor minus the numberof photoele
trons) versus number of photoele
trons, for spline and digital �lter extra
tors in di�erentwindow sizes. The top plots show the high-gain and the bottom ones low-gain regions. Left: withoutnoise, right: with simulated noise.



5.4 Measurement of the Resolutions 435.4 Measurement of the ResolutionsIn order to obtain the resolution of a given extra
tor, we 
al
ulated the RMS of the distribution:RMC � RMS( bQre
 �Qsim) (25)where bQre
 is the re
onstru
ted 
harge, 
alibrated to photo-ele
trons with the 
onversion fa
torsobtained in se
tion 5.2.One 
an see that for small signals, small extra
tion windows yield better resolutions, but ex-tra
tors whi
h do not entirely 
over the whole pulse, show a 
lear dependen
y of the resolutionwith the signal strength. In the high-gain region, this is valid for all �xed window extra
torsup to 6 FADC sli
es integration region, all sliding window extra
tors up to 4 FADC sli
es andfor all spline extra
tors and the digital �lter. Among those extra
tors with a signal dependentresolution, the digital �lter with 6 FADC sli
es extra
tion window shows the smallest depen-den
y: It raises by about 80% between zero and 50 photo-ele
trons, but remains 
onstant overthe entire low-gain range.The digital �lter over 4 FADC sli
es shows a good resolution only in the high-gain region. In thelow-gain region, it grows even above the intrinsi
 Poissonian photo-ele
tron 
u
tuation above400 photo-ele
trons.The dependen
y of the 
harge resolution from the signal intensity is at �rst sight in 
ontradi
tionwith eq. 14 where the (theoreti
al) resolution depends only on the noise intensity. Probably,the input light distribution of the simulated light pulse introdu
es the amplitude dependen
y(the 
onstan
y is re
overed for photon signals with no intrinsi
 input time spread).Note that at all intensities, but espe
ially low intensities, the resolution of the digital �lter with6 FADC sli
es is better than the one for any of the spline extra
tors.
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Figure 25: The measured resolution (RMS of extra
ted 
harge divided by the 
onversion fa
tor minusthe number of photoele
trons) versus number of photoele
trons, for �xed window extra
tors in di�erentwindow sizes. The top plots show the high-gain and the bottom ones low-gain regions. Left: withoutnoise, right: with simulated noise.
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Figure 26: The measured resolution (RMS of extra
ted 
harge divided by the 
onversion fa
tor minusthe number of photoele
trons) versus number of photoele
trons, for sliding window extra
tors indi�erent window sizes. The top plots show the high-gain and the bottom ones low-gain regions. Left:without noise, right: with simulated noise.
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Figure 27: The measured resolution (RMS of extra
ted 
harge divided by the 
onversion fa
tor minusthe number of photoele
trons) versus number of photoele
trons, for spline and digital �lter extra
torsin di�erent window sizes. The top plots show the high-gain and the bottom ones low-gain regions.Left: without noise, right: with simulated noise.



5.5 Arrival Times 475.5 Arrival TimesLike in the 
ase of the 
harge resolution, we 
al
ulated the RMS of the distribution of thedeviation of the re
onstru
ted arrival time with respe
t to the simulated time:�TMC � RMS(bTre
 � Tsim) (26)where bTre
 is the re
onstru
ted arrival time and Tsim the simulated one.Generally, the time resolutions �TMC are about a fa
tor 1.5 better than those obtained fromthe 
alibration (se
tion 8.6, �gure 79). This is understandable sin
e the Monte-Carlo pulses aresmaller and further the intrinsi
 time spread of the photo-multiplier has not been simulated.Moreover, no time resolution o�set was simulated, thus the re
onstru
ted time resolutions followabout a 1=pNphe { behaviour over the whole low-gain range. The spline extra
tors level o� in
ontradi
tion to what has been found with the 
alibration pulses.In �gure 28, one 
an see ni
ely the e�e
t of the addition of noise to the re
onstru
ted timeresolution: While without noise all sliding window extra
tors with a window size of at least4 FADC sli
es show the same time resolution, with added noise, the resolution degrades withlarger extra
tion window sizes. This 
an be understood by the fa
t that an extra
tor 
overs thewhole pulse if integrating at least 4 FADC sli
es and ea
h additional sli
e 
an only be a�e
tedby the noise.In the high-gain, only the small sliding windows below or equal 4 FADC sli
es yield a good timeresolution, as well as the spline and the digital �lters. In the low-gain, only sliding windowslarger than 4 FADC sli
es, the half-maximum sear
hing spline and the digital �lter with 6FADC sli
es improve the time resolutions with respe
t to the high-gain pulses. Note that thedigital �lter with 4 FADC sli
es yields a rather poor resolution in the low-gain, just as the poor
harge resolution found in the previous se
tion.
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Figure 28: The measured time resolution (RMS of extra
ted time minus simulated time) versus numberof photoele
trons, for sliding window extra
tors in di�erent window sizes. The top plots show the high-gain and the bottom ones low-gain regions. Left: without noise, right: with simulated noise.
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Figure 29: The measured time resolution (RMS of extra
ted time minus simulated time) versus numberof photoele
trons, for spline and digital �lter window extra
tors in di�erent window sizes. The topplots show the high-gain and the bottom ones low-gain regions. Left: without noise, right: withsimulated noise.



6 Pedestal Extra
tion 506 Pedestal Extra
tion6.1 Pedestal RMSThe ba
kground BG (Pedestal) 
an be 
ompletely des
ribed by the noise-auto
orrelation matrixB (eq. 5), where the square root of the diagonal elements give what is usually denoted as the\pedestal RMS".By de�nition, B and thus the \pedestal RMS" is independent of the signal extra
tor.6.2 Pedestal Flu
tuations as Contribution to the Signal Flu
tuationsA photo-multiplier signal yields, to a very good approximation, the following relation:V ar[Q℄< Q >2 = 1< nphe > � F 2 (27)Here, Q is the signal due to a number nphe of signal photo-ele
trons (equiv. to the signal S)after subtra
tion of the pedestal. V ar[Q℄ is the 
u
tuation of the true signal Q due to thePoisson 
u
tuations of the number of photo-ele
trons. Be
ause of:bQ = Q +X (28)V ar[ bQ℄ = V ar[Q℄ + V ar[X℄ (29)V ar[Q℄ = V ar[ bQ℄� V ar[X℄ (30)Here, V ar[X℄ is the 
u
tuation due to the signal extra
tion, mainly as a result of the ba
kground
u
tuations and the numeri
al pre
ision of the extra
tion algorithm.Only in the 
ase that the intrinsi
 extra
tor resolution R at �xed ba
kground BG does notdepend on the signal intensity7, V ar[Q℄ 
an be obtained from:V ar[Q℄ � V ar[ bQ℄� V ar[ bQ℄ Q=0 (31)One 
an determine R by applying the signal extra
tor with a �xed window to pedestal events,where the bias vanishes and measure V ar( bQ) Q=0.6.3 Methods to Retrieve Bias and Mean-Squared ErrorIn general, the extra
ted signal varian
e R is di�erent from the pedestal RMS. It 
an be obtainedby applying the signal extra
tor to pedestal events yielding the bias and the resolution R.In the 
ase of the digital �lter, R is expe
ted to be independent of the signal amplitude S anddependent only on the ba
kground BG (eq. 14).In order to 
al
ulate the statisti
al parameters, we pro
eed in the following ways:7Theoreti
ally, this is the 
ase for the digital �lter, eq. 14.



6.3 Methods to Retrieve Bias and Mean-Squared Error 511. Determine R by applying the signal extra
tor to a �xed window of pedestal events. Theba
kground 
u
tuations 
an be simulated with di�erent levels of night sky ba
kgroundand the 
ontinuous light sour
e, but no signal size dependen
e 
an be retrieved by thismethod.2. Determine B and MSE from MC events with added noise. With this method, one 
anget a dependen
e of both values on the size of the signal, although the MC might 
ontainsystemati
 di�eren
es with respe
t to the real data.3. DetermineMSE from the error retrieved from the �t results of bS, whi
h is possible for the�t and the digital �lter (eq. 14). In prin
iple, all dependen
ies 
an be retrieved with thismethod, although some systemati
 errors are not taken into a

ount with this method:Deviations of the real pulse from the �tted one, errors in the noise auto-
orrelation matrixand numeri
al pre
ision issues. All these systemati
 e�e
ts add an additional 
ontributionto the true resolution proportional to the signal strength.6.3.1 Appli
ation of the Signal Extra
tor to a Fixed Window of Pedestal EventsBy applying the signal extra
tor with a �xed window to pedestal events, we determine theparameter R for the 
ase of no signal (Q = 0)8.In MARS, this fun
tionality is implemented with a fun
tion-
all to:MJPedestal::SetExtra
tionWithExtra
torRndm() in
ludingMExtra
tPedestal::SetRandomCal
ulation()Besides �xing the global extra
tion window, additionally the following steps are undertaken inorder to assure an un-biased resolution.MExtra
tTimeAndChargeSpline: The spline maximum position { whi
h determines theexa
t extra
tion window { is pla
ed at a random pla
e within the digitizing binningresolution of one 
entral FADC sli
e.MExtra
tTimeAndChargeDigitalFilter : The se
ond step timing o�set � (eq. 18) is 
ho-sen randomly for ea
h event.The 
al
ulated biases obtained with this method for all pixels in the 
amera and for the di�erentlevels of (night-sky) ba
kground applied vanish to an a

ura
y of better than 2% of a photo-ele
tron for the extra
tors whi
h are used in this TDAS.Table ?? shows the resolutions R obtained by applying an extra
tor to a �xed extra
tionwindow, for the inner and outer pixels, respe
tively, for four di�erent 
amera illumination
onditions: Closed 
amera (run #38993), star-�eld of an extra-gala
ti
 sour
e observation(run #38995), star-�eld of the Crab-Nebula observation (run #39258) and observation with the8In the 
ase of extra
tors using a �xed window (extra
tors nr. #1 to #22 in se
tion 3), the results are thesame by 
onstru
tion as 
al
ulating the RMS of the sum of a �xed number of FADC sli
e, traditionally named\pedestal RMS" in MARS.



6.3 Methods to Retrieve Bias and Mean-Squared Error 52almost fully illuminated moon at an angular distan
e of about 60Æ from the teles
ope pointingposition (run #46471). In the �rst three 
ases, the RMS of the values has been 
al
ulated whilein the fourth 
ase, the high-end side of the signal distributions have been �tted to a Gaussian.The entries belonging to the rows denoted as \Slid. Win." are by 
onstru
tion identi
al tothose obtained by simply summing up the FADC sli
es (the \fundamental Pedestal RMS").Note that the digital �lter yields mu
h smaller values of R than the \sliding windows" of asame window size. This 
hara
teristi
 shows the \�lter"{
apa
ity of that algorithm. It \�ltersout" up to 50% of the night sky ba
kground photo-ele
trons.One 
an see that the ratio between the pedestal RMS of outer and inner pixels is around afa
tor 3 for the 
losed 
amera and then 1.6{1.9 for the other 
onditions.
Resolution for S = 0 and �xed window (units in Nphe)Closed 
amera Extra-gal. NSB Gala
ti
 NSB MoonNr. Name R R R R R R R Rinner outer inner outer inner outer inner outer17 Slid. Win. 2 0.3 0.9 1.2 2.0 1.5 2.4 3.0 5.318 Slid. Win. 4 0.4 1.2 1.6 2.7 2.0 3.3 3.9 7.320 Slid. Win. 6 0.5 1.6 2.0 3.5 2.4 4.3 4.7 9.021 Slid. Win. 8 0.6 2.0 2.3 4.1 2.9 5.0 5.3 10.123 Spline Amp. 0.3 0.8 1.0 1.8 1.2 2.2 2.5 4.924 Spline Int. 1 0.3 0.7 0.9 1.6 1.1 1.9 2.5 4.625 Spline Int. 2 0.3 0.9 1.2 2.0 1.5 2.4 3.0 5.326 Spline Int. 4 0.4 1.2 1.6 2.8 1.9 3.4 3.6 7.127 Spline Int. 6 0.5 1.6 1.9 3.6 2.4 4.2 4.3 8.728 Dig. Filt. 6 0.3 0.8 1.0 1.6 1.2 1.9 2.8 4.329 Dig. Filt. 4 0.3 0.7 0.9 1.6 1.1 1.9 2.5 4.3Table 2: The mean resolution R for di�erent extra
tors applied to a �xed window of pedestal events.Four di�erent 
onditions of night sky ba
kground are shown: Closed 
amera, extra-gala
ti
 star-�eld,gala
ti
 star-�eld and almost full moon at 60Æ angular distan
e from the pointing position. With the�rst three 
onditions, a simple RMS of the extra
ted signals has been 
al
ulated while in the fourth
ase, a Gauss �t to the high part of the distribution has been made. The obtained values 
an typi
allyvary by up to 10% for di�erent 
hannels of the 
amera readout.
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ation of the Signal Extra
tor to a Sliding Window of Pedestal EventsBy applying the signal extra
tor with a global extra
tion window to pedestal events, allowing itto \slide" and maximize the en
ountered signal, we determine the bias B and the mean-squarederror MSE for the 
ase of no signal (S = 0).In MARS, this fun
tionality is implemented with a fun
tion-
all to:MJPedestal::SetExtra
tionWithExtra
tor()Table 3 shows the bias, the resolution and the mean-square error for all extra
tors using asliding window. In this sample, every extra
tor had the freedom to move 5 sli
es, i.e. the globalwindow size was �xed to �ve plus the extra
tor window size. This �rst line shows the resolutionof the smallest existing robust �xed window algorithm in order to give the referen
e value of2.5 and 3 photo-ele
trons RMS for an extra-gala
ti
 and a gala
ti
 star-�eld, respe
tively.One 
an see that the bias B typi
ally de
reases with in
reasing window size, while the errorR in
reases with in
reasing window size, ex
ept for the digital �lter. There is also a smalldi�eren
e between the obtained error on a �xed window extra
tion and the one obtained froma sliding window extra
tion in the 
ase of the spline and digital �lter algorithms. The mean-squared error has an optimum somewhere in between: In the 
ase of the sliding window and thespline at the lowest window size, in the 
ase of the digital �lter at 4 sli
es. The global winners isextra
tor #29 (digital �lter with integration of 4 sli
es). All sliding window extra
tors { ex
ept#21 { have a smaller mean-square error than the resolution of the �xed window referen
eextra
tor (row 1,#4). This means that the global error of the sliding window extra
tors issmaller than the one of the �xed window extra
tors with 8 FADC sli
es even if the �rst have abias.The important information for the image 
leaning is the number of photo-ele
trons above whi
hthe probability for obtaining a noise 
u
tuation is smaller than 0.3% (3�). We approximatedthat number with the formula: N thres:phe � B + 3 �R (32)Table 3 shows that most of the sliding window algorithms yield a smaller signal threshold thanthe �xed window ones, although the �rst have a bias. The lowest threshold of only 4.2 photo-ele
trons for the extra-gala
ti
 star-�eld and 5.0 photo-ele
trons for the gala
ti
 star-�eld isobtained by the digital �lter �tting 4 FADC sli
es (extra
tor %29). This is almost a fa
tor 2lower than the �xed window results. Also the spline integrating 1 FADC sli
e (extra
tor %24)yields almost 
omparable results.The results shown in table 3 are also roughly 
onsistent with those obtained in [15℄. The maindi�eren
e 
onsists in the usage of the digital �lter with 4 FADC sli
es whi
h a
hieves the bestresults in this analysis, but is not shown in [15℄.
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Statisti
al Parameters for S = 0 (units in Nphe)Closed 
amera Extra-gala
ti
 NSB Gala
ti
 NSBNr. Name R R B pMSE R R B pMSE B + 3R R R B pMSE B + 3R(FW) (SW) (SW) (SW) (FW) (SW) (SW) (SW) (99.7% prob.) (FW) (SW) (SW) (SW) (99.7% prob.)4 Fixed Win. 8 1.2 { 0.0 1.2 2.5 { 0.0 2.5 7.5 3.0 { 0.0 3.0 9.0{ Slid. Win. 1 0.4 0.4 0.4 0.6 1.2 1.2 1.3 1.8 4.9 1.4 1.4 1.5 2.0 5.717 Slid. Win. 2 0.5 0.5 0.4 0.6 1.4 1.4 1.2 1.8 5.4 1.6 1.6 1.5 2.2 6.118 Slid. Win. 4 0.8 0.8 0.5 0.9 1.9 1.9 1.2 2.2 6.9 2.2 2.3 1.6 2.8 7.520 Slid. Win. 6 1.0 1.0 0.4 1.1 2.2 2.2 1.1 2.5 7.7 2.6 2.7 1.4 3.0 9.521 Slid. Win. 8 1.2 1.3 0.4 1.4 2.5 2.5 1.0 2.7 8.5 3.0 3.2 1.4 3.5 10.023 Spline Amp. 0.4 0.4 0.4 0.6 1.1 1.2 1.3 1.8 4.9 1.3 1.4 1.6 2.1 5.824 Spline Int. 1 0.4 0.4 0.3 0.5 1.0 1.2 1.0 1.6 4.6 1.3 1.3 1.3 1.8 5.225 Spline Int. 2 0.5 0.5 0.3 0.6 1.3 1.4 0.9 1.7 5.1 1.7 1.6 1.2 2.0 6.026 Spline Int. 4 0.7 0.7 0.2 0.7 1.5 1.7 0.8 1.9 5.3 2.0 2.0 1.0 2.2 7.027 Spline Int. 6 1.0 1.0 0.3 1.0 2.0 2.0 0.8 2.2 6.8 2.6 2.5 0.9 2.7 8.428 Dig. Filt. 6 0.4 0.5 0.4 0.6 1.1 1.3 1.3 1.8 5.2 1.3 1.5 1.5 2.1 6.029 Dig. Filt. 4 0.3 0.4 0.3 0.5 0.9 1.1 0.9 1.4 4.2 1.0 1.3 1.1 1.7 5.0Table 3: The statisti
al parameters bias, resolution and mean error for the algorithms whi
h 
an be applied to sliding windows (SW)and/or �xed windows (FW) of pedestal events. The �rst line displays the resolution of the smallest existing robust �xed{windowextra
tor for referen
e. All units in equiv. photo-ele
trons, un
ertainty: 0.1 phes. All extra
tors were allowed to move 5 FADC sli
es plustheir window size. The \winners" for ea
h 
olumn are marked in red. Global winners (within the given un
ertainty) are the extra
tors Nr.#24 (MExtra
tTimeAndChargeSpline with an integration window of 1 FADC sli
e) and Nr.#29 (MExtra
tTimeAndChargeDigitalFilterwith an integration window size of 4 sli
es)
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ted pedestal distributions for some sele
ted extra
tors(#18, #23, #25, #28 and #29) for one typi
al 
hannel (pixel 100) and two ba
kground situa-tions: Closed 
amera with only ele
troni
 noise and open 
amera pointing to an extra-gala
ti
sour
e. One 
an see the (asymmetri
) Poisson behaviour of the night sky ba
kground photonsfor the distributions with open 
amera.6.3.3 Comparison With Results From the Monte Carlo SimulationThe resolution and the bias from obtained with the signal extra
tor applied to a sliding windowof pedestal events should 
oin
ide with the bias and the resolution found in the Monte Carlosimulation for the 
ase of zero photo-ele
trons input. One has to take into a

ount the slightlylower level of simulated night sky ba
kground, however. We thus expe
t the values of the 8thand 9th row of table 3 to be about 20% higher than the 
orresponding values obtained in theMonte Carlo simulation. Table 4 shows that this is indeed the 
ase if one takes into a

ountthe statisti
al un
ertainties of about 10%. Both the values for the bias and the resolution aregenerally slightly under-estimated in the Monte Carlo simulation, 
ompared with real data.The only ex
eption to this rule 
on
erns the digital �lter with 4 FADC sli
es whi
h has amu
h higher bias in the simulation. Note however that all bias values have a large statisti
alun
ertainty. Comparison Statisti
al ParametersMC and Extra-Gala
ti
 Sour
e Observation(units in Nphe)Nr. Name B B R9 R(MC) (Real) (MC) (Real)17 Slid. Win. 2 1.0 1.2 1.1 1.418 Slid. Win. 4 1.1 1.2 1.4 1.920 Slid. Win. 6 1.0 1.1 1.8 2.221 Slid. Win. 8 0.8 1.0 2.1 2.523 Spline Amp. 1.1 1.3 1.1 1.224 Spline Int. 1 0.8 1.0 1.1 1.225 Spline Int. 2 0.9 0.9 1.2 1.426 Spline Int. 4 0.8 0.8 1.3 1.727 Spline Int. 6 0.8 0.8 1.7 2.028 Dig. Filt. 6 1.25 1.3 1.1 1.329 Dig. Filt. 4 1.25 0.9 1.0 1.1Table 4: The statisti
al parameters bias, resolution, 
ompared between the Monte Carlo simulationresults and a pedestal run taken with the teles
ope pointing to an extra-gala
ti
 sour
e.
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Figure 30: MExtra
tTimeAndChargeSlidingWindow with extra
tion window of 4 FADC sli
es: Distri-bution of extra
ted "pedestals" from pedestal run with 
losed 
amera (top) and open 
amera observingan extra-gala
ti
 star �eld (bottom) for one 
hannel (pixel 100). The result obtained from a simpleaddition of 4 FADC sli
e 
ontents (\fundamental") is displayed as red histogram, the one obtainedfrom the appli
ation of the algorithm on a �xed window of 4 FADC sli
es as blue histogram (\extra
torrandom") and the one obtained from the full algorithm allowed to slide within a global window of 12sli
es. The obtained histogram means and RMSs have been 
onverted to equiv. photo-ele
trons.
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Figure 31: MExtra
tTimeAndChargeSpline with amplitude extra
tion: Spe
trum of extra
ted"pedestals" from pedestal run with 
losed 
amera lids (top) and open lids observing an extra-gala
ti
star �eld (bottom) for one 
hannel (pixel 100). The result obtained from a simple addition of 2 FADCsli
e 
ontents (\fundamental") is displayed as red histogram, the one obtained from the appli
ation ofthe algorithm on a �xed window of 1 FADC sli
e as blue histogram (\extra
tor random") and the oneobtained from the full algorithm allowed to slide within a global window of 12 sli
es. The obtainedhistogram means and RMSs have been 
onverted to equiv. photo-ele
trons.
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Figure 32: MExtra
tTimeAndChargeSpline with integral extra
tion over 2 FADC sli
es: Distributionof extra
ted "pedestals" from pedestal run with 
losed 
amera lids (top) and open lids observingan extra-gala
ti
 star �eld (bottom) for one 
hannel (pixel 100). The result obtained from a simpleaddition of 2 FADC sli
e 
ontents (\fundamental") is displayed as red histogram, the one obtainedfrom the appli
ation of time-randomized weights on a �xed window of 2 FADC sli
es as blue histogramand the one obtained from the full algorithm allowed to slide within a global window of 12 sli
es. Theobtained histogram means and RMSs have been 
onverted to equiv. photo-ele
trons.
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Figure 33: MExtra
tTimeAndChargeDigitalFilter: Spe
trum of extra
ted "pedestals" from pedestalrun with 
losed 
amera lids (top) and open lids observing an extra-gala
ti
 star �eld (bottom) forone 
hannel (pixel 100). The result obtained from a simple addition of 6 FADC sli
e 
ontents (\fun-damental") is displayed as red histogram, the one obtained from the appli
ation of time-randomizedweights on a �xed window of 6 sli
es as blue histogram and the one obtained from the full algorithmallowed to slide within a global window of 12 sli
es. The obtained histogram means and RMSs havebeen 
onverted to equiv. photo-ele
trons.
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Figure 34: MExtra
tTimeAndChargeDigitalFilter: Spe
trum of extra
ted "pedestals" from pedestalrun with 
losed 
amera lids (top) and open lids observing an extra-gala
ti
 star �eld (bottom) forone 
hannel (pixel 100). The result obtained from a simple addition of 4 FADC sli
e 
ontents (\fun-damental") is displayed as red histogram, the one obtained from the appli
ation of time-randomizedweights on a �xed window of 4 sli
es as blue histogram and the one obtained from the full algorithmallowed to slide within a global window of 10 sli
es. The obtained histogram means and RMSs havebeen 
onverted to equiv. photo-ele
trons.
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tion with the Digital Filter 616.4 Single Photo-Ele
tron Extra
tion with the Digital FilterFigure 35 shows spe
tra obtained with the digital �lter applied on three di�erent global sear
hwindows. One 
an 
learly distinguish a pedestal peak (�tted to Gaussian with index 0) andfurther, positive 
ontributions.Be
ause the ba
kground is determined by the single photo-ele
trons from the night-sky ba
k-ground, the following possibilities 
an o

ur:1. There is no \signal" (photo-ele
tron) in the extra
tion window and the extra
tor �ndsonly ele
troni
 noise. Usually, the returned signal 
harge is then negative.2. There is one photo-ele
tron in the extra
tion window and the extra
tor �nds it.3. There are more than one photo-ele
tron in the extra
tion window, but separated by morethan two FADC sli
es whereupon the extra
tor �nds the one with the highest 
harge(upward 
u
tuation) of both.4. The extra
tor �nds an overlap of two or more photo-ele
trons.Although the probability to �nd a 
ertain number of photo-ele
trons in a �xed window follows aPoisson distribution, the one for employing the sliding window is not Poissonian. The extra
torwill usually �nd one photo-ele
tron even if more are present in the global sear
h window, i.e.the probability for two or more photo-ele
trons to o

ur in the global sear
h window is mu
hhigher than the probability for these photo-ele
trons to overlap in time su
h as to be re
ognizedas a double or triple photo-ele
tron pulse by the extra
tor. This is espe
ially true for smallextra
tion windows and for the digital �lter.Given a global extra
tion window of size WS and an average rate of photo-ele
trons from thenight-sky ba
kground R, we will now 
al
ulate the probability for the extra
tor to �nd zerophoto-ele
trons in the WS . The probability to �nd any number of k photo-ele
trons 
an bewritten as: P (k) = e�R�WS (R �WS )kk! (33)and thus: P (0) = e�R�WS (34)The probability to �nd one or more photo-ele
trons is then:P (> 0) = 1� e�R�WS (35)In �gures 35, one 
an 
learly distinguish the pedestal peak (�tted to Gaussian with index0), 
orresponding to the 
ase of P (0) and further 
ontributions of P (1) and P (2) (�tted to
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Figure 35: MExtra
tTimeAndChargeDigitalFilter: Spe
trum obtained from the extra
tion of apedestal run using a sliding window of 6 FADC sli
es allowed to move within a window of 7 (top), 9(
enter) and 13 sli
es. A pedestal run with gala
ti
 star ba
kground has been taken and one typi
alpixel (Nr. 100). One 
an 
learly see the pedestal 
ontribution and a further part 
orresponding to oneor more photo-ele
trons.
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tion with the Digital Filter 63Gaussians with index 1 and 2). One 
an also see that the 
ontribution of P (0) dimishes within
reasing global sear
h window size.In the following, we will make a short 
onsisten
y test: Assuming that the spe
tral peaks areattributed 
orre
tly, one would expe
t the following relation:P (0)=P (> 0) = e�R�WS1� e�R�WS (36)We tested this relation assuming that the �tted area underneath the pedestal peak Area0 isproportional to P (0) and the sum of the �tted areas underneath the single photo-ele
tron peakArea1 and the double photo-ele
tron peak Area2 proportional to P (> 0). We assumed that theprobability for a triple photo-ele
tron to o

ur is negligible. Thus, one expe
ts:Area0=(Area1 + Area2) = e�R�WS1� e�R�WS (37)We estimated the e�e
tive window size WS as the sum of the range in whi
h the digital�lter amplitude weights are greater than 0.5 (1.5 FADC sli
es) and the global sear
h windowminus the size of the window size of the weights (whi
h is 6 FADC sli
es). Figure 36 showsthe result for two di�erent levels of night-sky ba
kground. The �tted rates deliver 0.08 and 0.1phes/ns, respe
tively. These rates are about 50% lower than those obtained from the November2004 test 
ampaign. However, we should take into a

ount that the method is at the limit ofdistinguishing single photo-ele
trons. It may o

ur often that a single photo-ele
tron signal istoo low in order to get re
ognized as su
h. We tried various pixels and found that some of themdo not permit to apply this method at all. The ones whi
h su

eed, however, yield about thesame �tted rates. To 
on
lude, one may say that there is 
onsisten
y within the double-peakstru
ture of the pedestal spe
trum found by the digital �lter whi
h 
an be explained by thefa
t that single photo-ele
trons are separated from the pure ele
troni
s noise.Figure 37 shows the obtained \
onversion fa
tors" and \F-Fa
tor" 
omputed as [8℄:
phe = 1�1 � �0 (38)Fphe = s1 + �21 � �20(�1 � �0)2 (39)where �0 denotes the mean position of the pedestal peak and �1 the mean position of the(assumed) single photo-ele
tron peak. The obtained 
onversion fa
tors are systemati
ally lowerthan the ones obtained from the standard 
alibration and de
rease with in
reasing windowsize. This is 
onsistent with the assumption that the digital �lter �nds the most upward
u
tuating pulse out of several. Therefore, �1 is biased against higher values. The F-Fa
toris also systemati
ally low (however with huge error bars), whi
h is also 
onsistent with the
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Figure 36: MExtra
tTimeAndChargeDigitalFilter: Fit to the ratio of the area beneath the pedestalpeak and the single and double photo-ele
tron(s) peak(s) with the extra
tion algorithm applied on asliding window of di�erent sizes. In the top plot, a pedestal run with extra-gala
ti
 star ba
kgroundhas been taken and in the bottom, a gala
ti
 star ba
kground. An typi
al pixel (Nr. 100) has beenused. Above, a rate of 0.08 phe/ns and below, a rate of 0.1 phe/ns has been obtained.
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tion with the Digital Filter 65assumption that the spa
ing between �1 and �0 is arti�
ially high. Unfortunately, the errorbars are too high for a \
alibration" of the F-Fa
tor.In 
on
lusion, the digital �lter is at the edge of being able to see single photo-ele
trons, howevera single photo-ele
tron 
alibration 
annot yet be done with the 
urrent FADC system be
ausethe resolution is too poor. These limitations might be over
ome if a higher sampling speed isused and the arti�
ial pulse shaping removed. We expe
t to improve this method 
onsiderablywith the new 2GSamples/s FADC readout of MAGIC.
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Figure 37: MExtra
tTimeAndChargeDigitalFilter: Obtained 
onversion fa
tors (top) and F-Fa
tors(bottom) from the position and width of the �tted Gaussian mean of the single photo-ele
tron peakand the pedestal peak depending on the applied global extra
tion window sizes. A pedestal run withextra-gala
ti
 star ba
kground has been taken and an typi
al pixel (Nr. 100) used. The 
onversionfa
tor obtained from the standard 
alibration is shown as a referen
e line. The obtained 
onversionfa
tors are systemati
ally lower than the referen
e one.



7 High-Gain vs. Low-Gain Inter-Calibration 677 High-Gain vs. Low-Gain Inter-CalibrationAll signals of the MAGIC teles
ope get split into two bran
hes where one part (the \high-gain"
hannel) gets ampli�ed by about a fa
tor 10 more than the other part (the \low-gain" 
hannel).Additionally, the low-gain signal gets delayed by 55 ns and obtains thus a di�erent shape dueto the limited dynami
 range of the passive delay line (see se
tion 1).In order to 
ombine the signals from both high-gain and low-gain, an inter-
alibration is ne
-essary. One 
an make the following ansatz:bQNHG = bQNLG � fNA � fE ; (40)where bQNLG is the extra
ted signal from the low-gain 
hannel N , bQNHG the equivalent signalthe would have been obtained from the high-gain 
hannel N . fNA is the (hardware) signalampli�
ation ratio between high-gain and low-gain for 
hannel N . A 
onstant fa
tor fE 
omesfrom possible di�erent normalizations of the signal extra
tors for both pulse shapes whi
h isindependent of the individual readout 
hannel. By sele
ting events whi
h have both a non-saturation high-gain signal bQNHG and an extra
table low-gain signal bQNLG and assuming linearityof both the hardware ampli�
ation 
hain and the signal extra
tor, the proportionality fa
torsfNA � fE 
an be retrieved for every 
hannel individually and later applied to every extra
tedlow-gain signal: RNE = bQNHGbQNLG � fNA � fE : (41)The obtained \
alibration"-
onstant RNE is in general di�erent for every 
hannel N and forevery signal extra
tor E.The high-gain vs. low-gain inter-
alibration was performed with 
osmi
s data taken in Septem-ber and De
ember 2004. An event sele
tion was made requiring that the highest FADC sli
e
ontent is higher than 180 FADC 
ounts, but does not ex
eed 240 FADC 
ounts. This sele
tionensures that the signals do not yet saturate the high-gain 
hannel, but are intense enough totrigger the low-gain swit
h of the ele
troni
s. We assumed that the signal re
onstru
tion biasis negligible in any low-gain event above the 
hosen threshold (see also 
hapter 5).Figures 38 show some of the obtained distributions. One 
an see that the mean 
onversionfa
tors < RNE > are not always 
entered at the hardware value of 10. The spread over thepixels is about 10% for the sliding window extra
tor, 8% for the digital �lter and even lower forthe spline over a low number of FADC sli
es where it 
an rea
h only 6%. Figure 39 shows thedistribution of the 
onstants RNE over the MAGIC 
amera. One 
an 
learly distinguish 
lustersof eight pixels whi
h 
orrespond to one same opti
al re
eiver board.Figure 40 shows the 
orrelation of the ampli�
ation ratios obtained with one signal extra
toragainst those obtained with another extra
tor. Generally, a 
lear 
orrelation is visible whi
h
on�rms the assumption that the di�eren
es in ampli�
ation ratios between di�erent readout
hannels are mainly due to hardware di�eren
es whereas the e�e
t of the signal extra
tor is
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Figure 38: Distributions of the 
alibrated high-gain vs. low-gain signal ratio, 
al
ulated with a slidingwindow over 8 FADC sli
es (top left), the digital �lter over 4 high-gain and 6 low-gain FADC sli
es(top right), the spline integrating 6 high-gain and 9 low-gain FADC sli
es (
enter left), the splineintegrating 2 high-gain and 3 low-gain FADC sli
es (
enter right), the spline integrating 1 high-gainand 1.5 low-gain FADC sli
es (bottom left) and the spline extra
ting the signal amplitudes (bottomright). Di�erent mean 
onversion fa
tors are visible, the spread remains equal, however.
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ERFigure 39: Distributions of the 
alibrated high-gain vs. low-gain signal ratios RE , 
al
ulated with asliding window summing 8 high-gain and 8 low-gain FADC sli
es, displayed in the MAGIC 
amera.The 
onstants RE 
luster in groups of eight 
orresponding to the individual opti
al re
eiver boards.
onstant for all 
hannels. However, there seem to be two 
lasses A and B of signal extra
torswhi
h produ
e inter-
alibration 
onstants whi
h 
orrelate very well with those obtained froman extra
tor of the same 
lass and not so well with one of a di�erent 
lass. Table 5 shows whi
hextra
tors belong to whi
h 
lass:Classi�
ation of Signal Extra
torsNr. Name Class20 Sliding Window 6/6 A21 Sliding Window 8/8 A23 Spline Amplitude B24 Spline Integral 1/1.5 B25 Spline Integral 2/3 B27 Spline Integral 6/9 A28 Digital Filter 6/6 B29 Digital Filter 4/4 BDigital Filter 4/6 BTable 5: The 
lassi�
ation of signal extra
tors with respe
t to their 
orrelation properties of the high-gain vs. low-gain inter-
alibration 
onstants RNE . Extra
tors of a same 
lass produ
e values of RNwhi
h 
orrelate very well with ea
h other and extra
tors of a di�erent 
lass do 
orrelate, but show amu
h bigger spread.In order to further test equation 40, the following relation is also displayed in �gures 40:
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RNyEy = < REy >< REx > �RNxEx � fEyfEx �RNxEx (42)One 
an see that eq. 42 mat
hes the data points well for all extra
tors of a same 
ases, but notthose obtained with extra
tors of a di�erent 
lass. The reason for this behaviour of the signalextra
tors is still not understood.7.1 Comparison With Results From the Monte Carlo SimulationTable 6 
ompares the mean inter-
alibration 
onstants < RE > between the Monte-Carlosimulation results (see �gures 23 and 24) to the values obtained from real data in this 
hapter.One 
an see that the obtained values of < RE > are in general 
onsiderably higher in thesimulation. Only the digital �lter 
oin
ides more or less if not 4 FADC sli
es are taken for thelow-gain. These di�eren
es are not yet understood.Comparison Inter-CalibrationHigh-gain vs. Low-gainMC and Real DataNr. Name < RE > < RE >(MC) (Real)20 Sliding Window 6/6 11.6 10.421 Sliding Window 8/8 11.1 10.223 Spline Amplitude 17.6 17.524 Spline Integral 1/1.5 12.1 11.825 Spline Integral 2/3 11.3 11.127 Spline Integral 6/9 10.6 9.428 Digital Filter 6/6 11.5 11.529 Digital Filter 4/4 12.1 12.8Digital Filter 4/6 12.9 11.3Table 6: The mean high-gain vs. low-gain inter-
alibration 
onstants < RE > for di�erent signalextra
tors, 
ompared between the Monte Carlo simulation result and real data.
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Figure 40: Distributions of the 
alibrated high-gain vs. low-gain signal ratios RE, 
al
ulated with thedigital �lter �tting 4 high-gain and 6 low-gain FADC sli
es, the sliding window summing 8 FADC sli
esea
h and the spline integrating 6 high-gain and 9 low-gain FADC sli
es, 1 high-gain and 1.5 low-gainFADC sli
es and only the ampitude of spline. The values of RE , obtained with the �ve di�erent signalextra
tors, 
orrelate well. Also equation 42 is displayed.



8 Calibration 728 CalibrationIn this se
tion, we des
ribe the tests performed using light pulses of di�erent 
olour, pulseshapes and intensities with the MAGIC LED Calibration Pulser Box [16℄.The LED pulser system is able to provide fast light pulses of 2{4 ns FWHM with intensitiesranging from 3{4 to more than 600 photo-ele
trons in one inner photo-multiplier of the 
amera.These pulses 
an be produ
ed in three 
olors green, blue and UV.The possible pulsed light 
olorsColour Wavelength Spe
tral Width Min. Nr. Max. Nr. Se
ondary FWHM[nm℄ [nm℄ Phe's Phe's Pulses Pulse [ns℄Green 520 40 6 120 yes 3{4Blue 460 30 6 600 yes 3{4UV 375 12 3 50 no 2{3Table 7: The pulser 
olors available from the 
alibration systemTable 7 lists the available 
olors and intensities and �gures 41 and 42 show typi
al pulses asregistered by the FADCs. Whereas the UV-pulse is rather stable, the green and blue pulses
an show smaller se
ondary pulses after about 10{40 ns from the main pulse. One 
an see thatthe stable UV-pulses are unfortunately only available in su
h intensities as to not saturate thehigh-gain readout 
hannel. However, the brightest 
ombination of light pulses easily saturatesall 
hannels in the 
amera, but does not rea
h a saturation of the low-gain readout.Our tests 
an be 
lassi�ed into three subse
tions:1. Un-
alibrated pixels and events: These tests measure the per
entage of failures of theextra
tor resulting either in a pixel de
lared as un-
alibrated or in an event whi
h produ
esa signal outside of the expe
ted Gaussian distribution.2. Number of photo-ele
trons: These tests measure the re
onstru
ted numbers of photo-ele
trons, their spread over the 
amera and the ratio of the obtained mean values forouter and inner pixels, respe
tively.3. Linearity tests: These tests measure the linearity of the extra
tor with respe
t to pulsesof di�erent intensity and 
olour.4. Time resolution: These tests show the time resolution and stability obtained with di�erentintensities and 
olors.We used data taken on the 7th of June, 2004 with di�erent pulser LED 
ombinations, ea
h takenwith 16384 events. 19 di�erent 
alibration 
on�gurations have been tested. The 
orrespondingMAGIC data run numbers range from nr. 31741 to 31772. These data have been taken beforethe latest 
amera repair a

ess whi
h resulted in a repla
ement of about 2% of the pixels knownto be mal-fun
tioning at that time. There is thus a lower limit to the number of un-
alibratedpixels of about 1.5{2% of known mal-fun
tioning photo-multipliers.
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Figure 41: Example of a 
alibration pulse from the lowest available intensity (1 Led UV). The left plotshows the signal obtained in an inner pixel, the right one the signal in an outer pixel. Note that thepulse height 
u
tuates mu
h more than suggested from these pi
tures. Espe
ially, a zero-pulse is alsopossible.
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Figure 42: Example of a 
alibration pulse from the highest available mono-
hromati
 intensity (23 LedsBlue). The left plot shows the signal obtained in an inner pixel, the right one the signal in an outerpixel. One the left side of both plots, the (saturated) high-gain 
hannel is visible, on the right sidefrom FADC sli
e 18 on, the delayed low-gain pulse appears. Note that in the left plot, there is ase
ondary pulses visible in the tail of the high-gain pulse.



8.1 Un-Calibrated Pixels and Events 74Although we had looked at and tested all 
olour and extra
tor 
ombinations resulting fromthese data, we restri
t ourselves to show here only typi
al behaviour and results of extra
tors.All plots, in
luding those whi
h are not displayed in this TDAS, 
an be retrieved from thefollowing lo
ations:http://www.magi
.ifae.es/~markus/pheplots/http://www.magi
.ifae.es/~markus/timeplots/8.1 Un-Calibrated Pixels and EventsThe MAGIC 
alibration software in
orporates a series of 
he
ks to sort out mal-fun
tioningpixels. Ex
ept for the software bug sear
hing 
riteria, the following ex
lusion 
riteria 
anapply:1. The re
onstru
ted mean signal bQ is less than 2.5 times the extra
tor resolution R: bQ <2:5�R. (2.5 Pedestal RMS in the 
ase of the simple �xed window extra
tors, see se
tion 6).This 
riterium essentially 
uts out dead pixels.2. The error of the mean re
onstru
ted signal Æ bQ is larger than the mean re
onstru
tedsignal bQ: Æ bQ > bQ. This 
riterion 
uts out signal distributions whi
h 
u
tuate so mu
hthat their RMS is bigger than its mean value. This 
riterium 
uts out \ringing" pixels ormal-fun
tioning extra
tors.3. The re
onstru
ted mean number of photo-ele
trons lies 4.5 sigma outside the distributionof photo-ele
trons obtained with the inner or outer pixels in the 
amera, respe
tively. This
riterium 
uts out 
hannels with apparently deviating (hardware) behaviour 
ompared tothe rest of the 
amera readout10.4. All pixels with re
onstru
ted negative mean signal or with a mean numbers of photo-ele
trons smaller than one. Pixels with a negative pedestal RMS subtra
ted sigma o

ur,espe
ially when stars are fo
used onto that pixel during the pedestal run (resulting in alarge pedestal RMS), but have moved to another pixel during the 
alibration run. In this
ase, the number of photo-ele
trons would result arti�
ially negative. If these 
hannels donot show any other deviating behaviour, their number of photo-ele
trons gets repla
ed bythe mean number of photo-ele
trons in the 
amera, and the 
hannel is further 
alibratedas normal.Moreover, the number of events are 
ounted whi
h have been re
onstru
ted outside a 5� regionfrom the mean signal < bQ >. These events are 
alled \outliers". Figure 43 shows a typi
aloutlier obtained with the digital �lter applied on a low-gain signal, and �gure 44 shows the av-erage number of all ex
luded pixels and outliers obtained from all 19 
alibration 
on�gurations.One 
an already see that the largest window sizes yield a high number of un-
alibrated pixels,mostly due to the missing ability to re
ognize the low-intensity pulses (see later). One 
an also10This 
riteria is not applied any more in the standard analysis, although we kept using it here



8.1 Un-Calibrated Pixels and Events 75see that the amplitude extra
ting spline yields a higher number of outliers than the rest of theextra
tors.The global 
hampion in lowest number of un-
alibrated pixels results to be MExtra
tTime-AndChargeSpline extra
ting the integral over two FADC sli
es (extra
tor #25). The onewith the lowest number of outliers is MExtra
tFixedWindowPeakSear
h with an extra
-tion range of 2 sli
es (extra
tor #11).
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Figure 43: Example of an event 
lassi�ed as \outlier". The histogram has been obtained using thedigital �lter (extra
tor #32) applied to a high-intensity blue pulse (run 31772). The event marked as\outlier" 
learly has been mis-re
onstru
ted. It lies outside the 5�{region from the �tted mean.The following �gures 45, 46, 47 and 48 show the resulting numbers of un-
alibrated pixels andevents for di�erent 
olors and intensities. Be
ause there is a strong anti-
orrelation betweenthe number of ex
luded pixels and the number of outliers per event, we have 
hosen to showthese numbers together.One 
an see that in general, big extra
tion windows raise the number of un-
alibrated pixels andare thus less stable. Espe
ially for the very low-intensity 1 LedUV-pulse, the big extra
tionwindows { summing 8 or more sli
es { 
annot 
alibrate more than 50% of the inner pixels(�g. 46). This is an expe
ted behavior sin
e big windows sum up more noise whi
h in turnmakes the sear
h for the small signal more diÆ
ult.In general, one 
an also �nd that all \sliding window"-algorithms (extra
tors #17-32) dis
ardless pixels than the 
orresponding \�xed window"-ones (extra
tors #1{16).The spline (extra
tors #23{27) and the digital �lter with the 
orre
t weights (extra
tors #30-31) dis
ard the least number of pixels and are also robust against slight modi�
ations of thepulse form (of the weights for the digital �lter).Con
erning the numbers of outliers, one 
an 
on
lude that in general, the numbers are very lownever ex
eeding 0.1% ex
ept for the amplitude-extra
ting spline whi
h seems to mis-re
onstru
ta 
ertain type of events.In 
on
lusion, already this �rst test ex
ludes all extra
tors with too large window sizes be-
ause they are not able to extra
t 
leanly small signals produ
ed by about 4 photo-ele
trons.Moreover, the amplitude extra
ting spline produ
es a signi�
antly higher number of outlier
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Figure44:Un-
alibratedpixelsandoutliereventsaveragedoverallavailable
alibrationruns.



8.1Un-CalibratedPixelsandEvents
77

E
xtracto

r N
r.

0
5

10
15

20
25

30
E

xtracto
r N

r.
0

5
10

15
20

25
30

pixels [%]

0 1 2 3 4 5

N
u

m
b

er u
n

-calib
rated

 In
n

er P
ixels fo

r 5L
ed

sU
V

F
ixed

 W
in

d
o

w
F

W
 S

p
lin

e
F

W
 P

eakS
earch

S
lid

in
g

 W
in

d
o

w
S

p
lin

e
D

ig
ital F

ilter
WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 2,2,2

WS: 4,4,2

WS: 4,6,4

WS: 6,6,4

WS: 8,8,4

WS: 14,10,4

WS: 2,2

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

AMP

WS: 1,2

WS: 2,3

WS: 3,4

WS: 6,7

CW: 6,6

CW: 4,4

UV: 6,6

UV: 4,4

Blue: 6,6

Blue: 4,4

E
xtracto

r N
r.

0
5

10
15

20
25

30
E

xtracto
r N

r.
0

5
10

15
20

25
30

events/pixel [%]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
O

u
tlier even

ts In
n

er P
ixels fo

r 5L
ed

sU
V

F
ixed

 W
in

d
o

w
F

W
 S

p
lin

e
F

W
 P

eakS
earch

S
lid

in
g

 W
in

d
o

w
S

p
lin

e
D

ig
ital F

ilter

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 2,2,2

WS: 4,4,2

WS: 4,6,4

WS: 6,6,4

WS: 8,8,4

WS: 14,10,4

WS: 2,2

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

AMP

WS: 1,2

WS: 2,3

WS: 3,4

WS: 6,7

CW: 6,6

CW: 4,4

UV: 6,6

UV: 4,4

Blue: 6,6

Blue: 4,4

E
xtracto

r N
r.

0
5

10
15

20
25

30
E

xtracto
r N

r.
0

5
10

15
20

25
30

pixels [%]

0 2 4 6 8 10 12

N
u

m
b

er u
n

-calib
rated

 O
u

ter P
ixels fo

r 5L
ed

sU
V

F
ixed

 W
in

d
o

w
F

W
 S

p
lin

e
F

W
 P

eakS
earch

S
lid

in
g

 W
in

d
o

w
S

p
lin

e
D

ig
ital F

ilter

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 2,2,2

WS: 4,4,2

WS: 4,6,4

WS: 6,6,4

WS: 8,8,4

WS: 14,10,4

WS: 2,2

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

AMP

WS: 1,2

WS: 2,3

WS: 3,4

WS: 6,7

CW: 6,6

CW: 4,4

UV: 6,6

UV: 4,4

Blue: 6,6

Blue: 4,4

E
xtracto

r N
r.

0
5

10
15

20
25

30
E

xtracto
r N

r.
0

5
10

15
20

25
30

events/pixel [%]

0

0.005

0.01

0.015

0.02

0.025

O
u

tlier even
ts O

u
ter P

ixels fo
r 5L

ed
sU

V

F
ixed

 W
in

d
o

w
F

W
 S

p
lin

e
F

W
 P

eakS
earch

S
lid

in
g

 W
in

d
o

w
S

p
lin

e
D

ig
ital F

ilter

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

WS: 2,2,2

WS: 4,4,2

WS: 4,6,4

WS: 6,6,4

WS: 8,8,4

WS: 14,10,4

WS: 2,2

WS: 4,4

WS: 4,6

WS: 6,6

WS: 8,8

WS: 14,10

AMP

WS: 1,2

WS: 2,3

WS: 3,4

WS: 6,7

CW: 6,6

CW: 4,4

UV: 6,6

UV: 4,4

Blue: 6,6

Blue: 4,4

Figure45:Un-
alibratedpixelsandoutliereventsforatypi
al
alibrationpulseofUV-lightwhi
h
doesnotsaturatethehigh-gainreadout.
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Figure46:Un-
alibratedpixelsandoutliereventsforaverylowintensitypulse.
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Figure47:Un-
alibratedpixelsandoutliereventsforatypi
algreenpulse.
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Figure48:Un-
alibratedpixelsandoutliereventsforahigh-intensitybluepulse.
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8.2 Number of Photo-Ele
trons 828.2 Number of Photo-Ele
tronsAssuming that the readout 
hain adds only negligible noise to the one introdu
ed by the photo-multiplier itself, one 
an make the assumption that the varian
e of the true signal, S, is theampli�ed Poisson varian
e of the number of photo-ele
trons, multiplied with the ex
ess noiseof the photo-multiplier whi
h itself is 
hara
terized by the ex
ess-noise fa
tor F :V ar[S℄ = F 2 � V ar[Nphe℄ � < S >2< Nphe >2 (43)After introdu
ing the e�e
t of the night-sky ba
kground (eq. 31) and assuming that the varian
eof the number of photo-ele
trons is equal to the mean number of photo-ele
trons (be
ause of thePoisson distribution), one obtains an expression to retrieve the mean number of photo-ele
tronsreleased at the photo-multiplier 
athode from the mean extra
ted signal, bS, and the RMS ofthe extra
ted signal obtained from pure pedestal runs R (see se
tion 6.2):< Nphe >� F 2 � < bS >2V ar[bS℄� R2 (44)In theory, eq. 44 must not depend on the extra
tor! E�e
tively, we will use it to test the qualityof our extra
tors by requiring that a valid extra
tor yields the same number of photo-ele
tronsfor all pixels individually and does not deviate from the number obtained with other extra
tors.As the 
amera is 
at-�elded, but the number of photo-ele
trons impinging on an inner and anouter pixel is di�erent, we also use the ratio of the mean numbers of photo-ele
trons from theouter pixels to the one obtained from the inner pixels as a test variable. In the ideal 
ase, itshould always yield its 
entral value of about 2.6�0.1 [17℄.In our 
ase, there is an additional 
ompli
ation due to the fa
t that the green and blue 
oloredlight pulses show se
ondary pulses whi
h destroy the Poisson behaviour of the number of photo-ele
trons. We will have to split our sample of extra
tors into those being a�e
ted by these
ondary pulses and those being immune to this e�e
t.Figures 49, 50, 51 and 52 show some of the obtained results. One 
an see a rather good stabilityfor the standard 5 LedsUV pulse, ex
ept for the extra
tors MExtra
tFixedWindowPeak-Sear
h, initialized with an extra
tion window of 2 sli
es.There is a 
onsiderable di�eren
e for all shown non-standard pulses. Espe
ially the pulsesfrom green and blue LEDs show a 
lear dependen
e of the number of photo-ele
trons on theextra
tion window. Only the largest extra
tion windows seem to 
at
h the entire range of(jittering) se
ondary pulses and get the ratio of outer vs. inner pixels right. However, they(obviously) over-estimate the number of photo-ele
trons in the primary pulse.The strongest dis
repan
y is observed in the low-gain extra
tion (�g. 52) where all �xed windowextra
tors with extra
tion windows smaller than 8 FADC sli
es fail to re
onstru
t the 
orre
tnumbers. This has to do with the fa
t that the �xed window extra
tors fail to 
at
h a signi�
antpart of the (larger) pulse be
ause of the 1 FADC sli
e event-to-event jitter and the larger pulse



8.2 Number of Photo-Ele
trons 83width 
overing about 6 FADC sli
es. Also the sliding windows smaller than 6 FADC sli
esand the spline smaller than 2 FADC sli
es reprodu
e too small numbers of photo-ele
trons.Moreover, the digital �lter shows a small dependen
y of the number of photo-ele
trons w.r.t.the extra
tion window.One 
an see that all extra
tors using a large window belong to the 
lass of extra
tors beinga�e
ted by the se
ondary pulses, ex
ept for the digital �lter.The extra
tor MExtra
tTimeAndChargeDigitalFilter seems to be suÆ
iently stableagainst modi�
ations of the exa
t form of the weights in the high-gain readout 
hannel sin
eall applied weights yield about the same number of photo-ele
trons and the same ratio of outervs. inner pixels.All sliding window and spline algorithms yield a stable ratio of outer vs. inner pixels in thehigh and the low-gain.Con
luding, there is no �xed window extra
tor yielding always the 
orre
t number of photo-ele
trons, ex
ept for the extra
tion window of 8 FADC sli
es. Either the number of photo-ele
trons itself is wrong or the ratio of outer vs. inner pixels is not 
orre
t. All sliding windowalgorithms seem to reprodu
e the 
orre
t numbers if one takes into a

ount the after-pulsebehaviour of the light pulser itself. The digital �lter seems to be stable against modi�
ationsof the intrinsi
 pulse width from 1 to 4 ns. This is the expe
ted range within whi
h the pulsesfrom realisti
 
osmi
s signals may vary.
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Figure 49: Number of photo-ele
trons from a typi
al, not saturating 
alibration pulse of 
olour UV,re
onstru
ted with ea
h of the tested signal extra
tors. The �rst plots shows the number of photo-ele
trons obtained for the inner pixels, the se
ond one for the outer pixels and the third shows theratio of the mean number of photo-ele
trons for the outer pixels divided by the mean number of photo-ele
trons for the inner pixels. Points denote the mean of all not-ex
luded pixels, the error bars theirRMS.
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Figure 50: Number of photo-ele
trons from a typi
al, very low-intensity 
alibration pulse of 
olourUV, re
onstru
ted with ea
h of the tested signal extra
tors. The �rst plots shows the number ofphoto-ele
trons obtained for the inner pixels, the se
ond one for the outer pixels and the third showsthe ratio of the mean number of photo-ele
trons for the outer pixels divided by the mean number ofphoto-ele
trons for the inner pixels. Points denote the mean of all not-ex
luded pixels, the error barstheir RMS.
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Figure 51: Number of photo-ele
trons from a typi
al, not saturating 
alibration pulse of 
olour green,re
onstru
ted with ea
h of the tested signal extra
tors. The �rst plots shows the number of photo-ele
trons obtained for the inner pixels, the se
ond one for the outer pixels and the third shows theratio of the mean number of photo-ele
trons for the outer pixels divided by the mean number of photo-ele
trons for the inner pixels. Points denote the mean of all not-ex
luded pixels, the error bars theirRMS.
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Figure 52: Number of photo-ele
trons from a typi
al, high-gain saturating 
alibration pulse of 
olourblue, re
onstru
ted with ea
h of the tested signal extra
tors. The �rst plots shows the number ofphoto-ele
trons obtained for the inner pixels, the se
ond one for the outer pixels and the third showsthe ratio of the mean number of photo-ele
trons for the outer pixels divided by the mean number ofphoto-ele
trons for the inner pixels. Points denote the mean of all not-ex
luded pixels, the error barstheir RMS.
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Figure 53: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tFixedWindow on a window size of 8 high-gainand 8 low-gain sli
es (extra
tor #4).In this se
tion, we test the linearity of the 
onversion fa
tors FADC 
ounts to photo-ele
trons:
phe = < Nphe > = < bS > (45)As the photo-multiplier and the subsequent opti
al transmission devi
es [18℄ is a relativelylinear devi
e over a wide dynami
 range, the number of photo-ele
trons per 
harge has toremain 
onstant over the tested linearity region.A �rst test 
on
erns the stability of the 
onversion fa
tor: mean number of averaged photo-ele
trons per FADC 
ounts over the tested intensity region. This test in
ludes all systemati
un
ertainties in the 
al
ulation of the number of photo-ele
trons and the 
omputation of themean signal. A more detailed investigation of the linearity will be shown in a separate TDAS [6℄,although there, the number of photo-ele
trons will be 
al
ulated in a more independent way.Figure 53 shows the 
onversion fa
tor 
phe obtained for di�erent light intensities and 
olors forthree typi
al inner and three typi
al outer pixels using a �xed window on 8 FADC sli
es. The
onversion fa
tor seems to be linear to a good approximation, with the following restri
tions:



8.3 Linearity 89� The green pulses yield systemati
ally low 
onversion fa
tors� Some of the pixels show a di�eren
e between the high-gain (<100 phes for the inner, <300phes for the outer pixels) and the low-gain (>100 phes for the inner, >300 phes for theouter pixels) region and a rather good stability of 
phe for ea
h region separately.We 
on
lude that, with the above restri
tions, the �xed window extra
tor #4 is a linear ex-tra
tor for both high-gain and low-gain regions, separately.Figures 54 and 55 show the 
onversion fa
tors using an integrated spline and a �xed windowwith global peak sear
h, respe
tively, over an extra
tion window of 8 FADC sli
es. The samebehaviour is obtained as before. These extra
tors are linear to a good approximation, ex
eptfor the two 
ases mentioned above.
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Figure 54: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tFixedWindowSpline on a window size of 8high-gain and 8 low-gain sli
es (extra
tor #9).Figure 56 shows the 
onversion fa
tors using a �xed window with global peak sear
h integratinga window of 6 FADC sli
es. One 
an see that the linearity is 
ompletely lost above 300 photo-ele
trons in the outer pixels. Espe
ially in the low-gain, the re
onstru
ted mean 
harge istoo low and the 
onversion fa
tors bend down. We show this extra
tor espe
ially be
ause ithas been used in the analysis and to derive a Crab spe
trum with the 
onsequen
e that thespe
trum bends down at high energies. We suppose that the loss of linearity due to usage of
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Figure 55: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tFixedWindowPeakSear
h on a window size of8 high-gain and 8 low-gain sli
es (extra
tor #15).this extra
tor is responsible for the en
ountered problems. A similar behaviour 
an be foundfor all extra
tors with window sizes smaller than 6 FADC sli
es, espe
ially in the low-gainregion. This is understandable sin
e the low-gain pulse 
overs at least 6 FADC sli
es. (Thisbehaviour was already visible in the investigations on the number of photo-ele
trons in theprevious se
tion 8.2).Figure 57 shows the 
onversion fa
tors using a sliding window of 6 FADC sli
es. The linearityis maintained like in the previous examples, ex
ept that for the smallest signals the e�e
t ofthe bias is already visible.Figure 58 shows the 
onversion fa
tors using the amplitude-extra
ting spline (extra
tor #23).Here, the linearity is worse than in the previous examples. A very 
lear di�eren
e betweenhigh-gain and low-gain regions 
an be seen as well as a bigger general spread in 
onversionfa
tors. In order to investigate if there is a 
ommon, systemati
 e�e
t of the extra
tor, we showthe averaged 
onversion fa
tors over all inner and outer pixels in �gure 59. Both 
hara
teristi
sare maintained there. Although the di�eren
es between high-gain and low-gain 
ould be easily
orre
ted for, we 
on
lude that extra
tor #23 is still unstable against the linearity tests.Figure 60 shows the 
onversion fa
tors using a spline integrating over one e�e
tive FADC sli
e inthe high-gain and 1.5 e�e
tive FADC sli
es in the low-gain region (extra
tor #24). The same
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Figure 56: Example of a the development of the 
onversion fa
tor FADC 
ounts to photo-ele
tronsfor three typi
al inner pixels (upper plots) and three typi
al outer ones (lower plots) obtained withthe extra
tor MExtra
tFixedWindowPeakSear
h on a window size of 6 high-gain and 6 low-gain sli
es(extra
tor #11).problems are found as with extra
tor #23, however to a mu
h lower extent. The di�eren
ebetween high-gain and low-gain regions is less pronoun
ed and the spread in 
onversion fa
torsis smaller. Figure 61 shows already rather good stability ex
ept for the two lowest intensitypulses in green and blue. We 
on
lude that extra
tor #24 is still un-stable, but preferable tothe amplitude extra
tor.Looking at �gure 62, one 
an see that raising the integration window by two e�e
tive FADCsli
es in the high-gain and three e�e
tive FADC sli
es in the low-gain (extra
tor #25), thestability is 
ompletely resumed, ex
ept for a systemati
 in
rease of the 
onversion fa
tor above200 photo-ele
trons. We 
on
lude that extra
tor #25 is almost as stable as the �xed windowextra
tors.Figure 64 and 66 show the 
onversion fa
tors using a digital �lter, applied on 6 FADC sli
esand respe
tively 4 FADC sli
es with weights 
al
ulated from the UV-
alibration pulse in thehigh-gain region and from the blue 
alibration pulse in the low-gain region. One 
an see thatone or two blue 
alibration pulses at low and intermediate intensity fall out of the linear region,moreover there is a small systemati
 o�set between the high-gain and low-gain region. It seemsthat the digital �lter does not pass this test if the pulse form 
hanges for more than 2 ns
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Figure 57: Example of a the development of the 
onversion fa
tor FADC 
ounts to photo-ele
tronsfor three typi
al inner pixels (upper plots) and three typi
al outer ones (lower plots) obtained withthe extra
tor MExtra
tTimeAndChargeSlidingWindow on a window size of 6 high-gain and 6 low-gainsli
es (extra
tor #20).from the expe
ted one. The e�e
t is not as problemati
 as it may appear here, be
ause thea
tual 
alibration will not 
al
ulate the number of photo-ele
trons (with the F-Fa
tor method)for every signal intensity. Thus, one possible reason for the instability is not relevant in the
osmi
s analysis. However, the limits of this extra
tion are visible here and should be monitoredfurther.
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Figure 58: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tTimeAndChargeSpline with amplitude extra
-tion (extra
tor #23).
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Figure 59: Conversion fa
tor 
phe averaged over all inner (left) and all outer (right) pixels obtainedwith the extra
tor MExtra
tTimeAndChargeSpline with amplitude extra
tion (extra
tor #23).



8.3 Linearity 94

<Phes>  [1]
10

2
10

3
10

   
 [

1/
F

A
D

C
 c

n
ts

]
p

h
e

c

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Green Pulses

Blue Pulses

UV Pulses

Conversion Factor Pixel 100 - Extractor 24

<Phes>  [1]
10

2
10

3
10

   
 [

1/
F

A
D

C
 c

n
ts

]
p

h
e

c

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Green Pulses

Blue Pulses

UV Pulses

Conversion Factor Pixel 200 - Extractor 24

<Phes>  [1]
10

2
10

3
10

   
 [

1/
F

A
D

C
 c

n
ts

]
p

h
e

c

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Green Pulses

Blue Pulses

UV Pulses

Conversion Factor Pixel 300 - Extractor 24

<Phes>  [1]
10

210 310

   
 [

1/
F

A
D

C
 c

n
ts

]
p

h
e

c

0.2

0.4

0.6

0.8

1

1.2

Green Pulses

Blue Pulses

UV Pulses

Conversion Factor Pixel 400 - Extractor 24

<Phes>  [1]
10

210 310

   
 [

1/
F

A
D

C
 c

n
ts

]
p

h
e

c

0.2

0.4

0.6

0.8

1

1.2

Green Pulses

Blue Pulses

UV Pulses

Conversion Factor Pixel 500 - Extractor 24

<Phes>  [1]
10

210 310

   
 [

1/
F

A
D

C
 c

n
ts

]
p

h
e

c

0.2

0.4

0.6

0.8

1

1.2

Green Pulses

Blue Pulses

UV Pulses

Conversion Factor Pixel 550 - Extractor 24

Figure 60: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tTimeAndChargeSpline with window size of 1high-gain and 2 low-gain sli
es (extra
tor #24).
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Figure 61: Conversion fa
tor 
phe averaged over all inner (left) and all outer (right) pixels obtainedwith the extra
tor MExtra
tTimeAndChargeSpline with window size of 1 high-gain and 2 low-gainsli
es (extra
tor #24).
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Figure 62: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tTimeAndChargeSpline with window size of 2high-gain and 3 low-gain sli
es (extra
tor #25).
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Figure 63: Conversion fa
tor 
phe averaged over all inner (left) and all outer (right) pixels obtainedwith the extra
tor MExtra
tTimeAndChargeSpline with window size of 2 high-gain and 3 low-gainsli
es (extra
tor #25).
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Figure 64: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tTimeAndChargeDigitalFilter using a windowsize of 6 high-gain and 6 low-gain sli
es with UV-weights (extra
tor #30).
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Figure 65: Conversion fa
tor 
phe averaged over all inner (left) and all outer (right) pixels obtained withthe extra
tor MExtra
tTimeAndChargeDigitalFilter with window size of 6 high-gain and 6 low-gainsli
es and UV-weight (extra
tor #30).
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Figure 66: Conversion fa
tor 
phe for three typi
al inner pixels (upper plots) and three typi
al outerones (lower plots) obtained with the extra
tor MExtra
tTimeAndChargeDigitalFilter using a windowsize of 4 high-gain and 4 low-gain sli
es (extra
tor #31).
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Figure 67: Conversion fa
tor 
phe averaged over all inner (left) and all outer (right) pixels obtained withthe extra
tor MExtra
tTimeAndChargeDigitalFilter with window size of 6 high-gain and 6 low-gainsli
es and blue weights (extra
tor #31).



8.4 Relative Arrival Time Calibration 988.4 Relative Arrival Time CalibrationThe 
alibration LEDs deliver fast-rising pulses, uniform over the 
amera in signal size and time.We estimate the time-uniformity to as good as about 30 ps, a limit due to the di�erent traveltimes of the light from the light sour
e to the inner and outer parts of the 
amera. For 
osmi
sdata, however, the staggering of the mirrors limits the time uniformity to about 600 ps.The extra
tors #17{33 are able to 
ompute the arrival time of ea
h pulse. Sin
e the 
alibrationdoes not permit a pre
ise measurement of the absolute arrival time, we measure the relativearrival time for every 
hannel with respe
t to a referen
e 
hannel (usually pixel no. 1):Æti = ti � t1 (46)where ti denotes the re
onstru
ted arrival time of pixel number i and t1 the re
onstru
tedarrival time of the referen
e pixel no. 1 (software numbering). In one 
alibration run, one 
anthen �ll histograms of Æti and �t them to the expe
ted Gaussian distribution. The �ts yield amean �(Æti), 
omparable to systemati
 delays in the signal travel time, and a sigma �(Æti), ameasure of the 
ombined time resolutions of pixel i and pixel 1. Assuming that the PMTs andreadout 
hannels are of the same kind, we obtain an approximate time resolution of pixel i:tresi � �(Æti)=p2 (47)Figures 68 show distributions of Æti for a typi
al inner pixel and a non-saturating 
alibrationpulse of UV-light, obtained with six di�erent extra
tors. One 
an see that all of them yielda

eptable Gaussian distributions, ex
ept for the sliding window extra
ting 2 sli
es whi
h showsa three-peak stru
ture and 
annot be �tted. We dis
arded that parti
ular extra
tor from thefurther studies of this se
tion.Figures 69 and 70 show the distributions of Æti for a typi
al inner pixel and an intense, high-gain-saturating 
alibration pulse of blue light, obtained from the low-gain readout 
hannel.One 
an see that the sliding window extra
tors yield double Gaussian stru
tures, ex
ept forthe largest window sizes of 8 and 10 FADC sli
es. Even then, the distributions are not exa
tlyGaussian. The maximum position extra
ting spline also yields distributions whi
h are notexa
tly Gaussian and seems to miss the exa
t arrival time in some events. Only the positionof the half-maximum gives the expe
ted result of a single Gaussian distribution. A similarproblem o

urs in the 
ase of the digital �lter: If one takes the 
orre
t weights (�g. 70 bottom),the distribution is perfe
tly Gaussian and the resolution good, however a rather slight 
hangefrom the blue 
alibration pulse weights to 
osmi
s pulses weights (top) adds a se
ondary peakof events with mis-re
onstru
ted arrival times. In prin
iple, the �2 of the digital �lter �t givesan information about whether the 
orre
t shape has been used.
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Figure 68: Examples of a distributions of relative arrival times Æti of an inner pixel (no. 100)Top: MExtra
tTimeAndChargeSlidingWindow over 2 sli
es (#17) and 4 sli
es (#18)Center: MExtra
tTimeAndChargeSpline with maximum (#23) and half-maximum pos. (#24)Bottom: MExtra
tTimeAndChargeDigitalFilter �tted to a UV-
alibration pulse over 6 sli
es(#30) and 4 sli
es (#31)A medium sized UV-pulse (5 Leds UV) has been used whi
h does not saturate the high-gain readout
hannel.
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Figure 69: Examples of a distributions of relative arrival times Æti of an inner pixel (no. 100)Top: MExtra
tTimeAndChargeSlidingWindow over 4 sli
es (#18) and 6 sli
es (#19)Center: MExtra
tTimeAndChargeSlidingWindow over 8 sli
es (#20) and 10 sli
es (#21)Bottom: MExtra
tTimeAndChargeSpline with maximum (#23) and half-maximum pos. (#24)A strong Blue pulse (23 Leds Blue) has been used whi
h does not saturate the high-gain readout
hannel.
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Figure 70: Examples of a distributions of relative arrival times Æti of an inner pixel (no. 100)Top: MExtra
tTimeAndChargeDigitalFilter �tted to 
osmi
s pulses over 6 sli
es (#30) and 4sli
es (#31)Bottom: MExtra
tTimeAndChargeDigitalFilter �tted to the 
orre
t blue 
alibration pulse over6 sli
es (#30) and 4 sli
es (#31) A strong Blue pulse (23 Leds Blue) has been used whi
h does notsaturate the high-gain readout 
hannel.



8.5 Number of Outliers 1028.5 Number of OutliersAs in se
tion 8.1, we tested the number of outliers from the Gaussian distribution in order to
ount how many times the extra
tor has failed to re
onstru
t the 
orre
t arrival time.Figure 71 shows the number of outliers for the di�erent time extra
tors, obtained with a UVpulse of about 20 photo-ele
trons. One 
an see that all time extra
tors yield an a

eptablemis-re
onstru
tion rate of about 0.5%, ex
ept for the maximum sear
hing spline yields threetimes more mis-re
onstru
tions.If one goes to very low-intensity pulses, as shown in �gure 72, obtained with on average 4photo-ele
trons, the number of mis-re
onstru
tions in
reases 
onsiderably up to 20% for someextra
tors. We interpret this high mis-re
onstru
tion rate to the in
rease possibility to mis-re
onstru
t a pulse from the night sky ba
kground noise instead of the signal pulse from the
alibration LEDs. One 
an see that the digital �lter using weights on 4 FADC sli
es is 
learinferior to the one using 6 FADC sli
es in that respe
t.The same 
on
lusion seems to hold for the green pulse of about 20 photo-ele
trons (�gure 73)where the digital �lter over 6 FADC sli
es seems to yield more stable results than the one over4 FADC sli
es. The half-maximum sear
hing spline seems to be superior to the maximum-sear
hing one.In �gure 74, one 
an see the number of outliers from an intense 
alibration pulse of blue lightyielding about 600 photo-ele
trons per inner pixel. All extra
tors seem to be stable, ex
ept forthe digital �lter with weights over 4 FADC sli
es. This is expe
ted, sin
e the low-gain pulse iswider than 4 FADC sli
es.In all previous plots, the sliding window yielded the most stable results, however later we willsee that this stability is only due to an in
reased time spread.
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Figure 71: Re
onstru
ted arrival time resolutions from a typi
al, not saturating 
alibration pulse of
olour UV, re
onstru
ted with ea
h of the tested arrival time extra
tors. The �rst plots shows thetime resolutions obtained for the inner pixels, the se
ond one for the outer pixels. Points denote themean of all not-ex
luded pixels, the error bars their RMS.
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Figure 72: Re
onstru
ted arrival time resolutions from the lowest intensity 
alibration pulse of 
olourUV (
arrying a mean number of 4 photo-ele
trons), re
onstru
ted with ea
h of the tested arrival timeextra
tors. The �rst plots shows the time resolutions obtained for the inner pixels, the se
ond one forthe outer pixels. Points denote the mean of all not-ex
luded pixels, the error bars their RMS.
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Figure 73: Re
onstru
ted arrival time resolutions from a typi
al, not saturating 
alibration pulse of
olour Green, re
onstru
ted with ea
h of the tested arrival time extra
tors. The �rst plots shows thetime resolutions obtained for the inner pixels, the se
ond one for the outer pixels. Points denote themean of all not-ex
luded pixels, the error bars their RMS.
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Figure 74: Re
onstru
ted arrival time resolutions from the highest intensity 
alibration pulse of 
olourblue, re
onstru
ted with ea
h of the tested arrival time extra
tors. The �rst plots shows the timeresolutions obtained for the inner pixels, the se
ond one for the outer pixels. Points denote the meanof all not-ex
luded pixels, the error bars their RMS.



8.6 Time Resolution 1058.6 Time ResolutionThere are three intrinsi
 
ontributions to the timing a

ura
y of the signal:1. The intrinsi
 arrival time spread of the photons on the PMT: This time spread 
an beestimated roughly by the intrinsi
 width ÆtIN of the input light pulse. The resulting timeresolution is given by: �t � ÆtINpQ=phe (48)The width ÆtLED of the 
alibration pulses of about 2 ns for the faster UV pulses and 3{4 nsfor the green and blue pulses, for muons it is a few hundred ps, for gammas about 1 nsand for hadrons a few ns.2. The intrinsi
 transit time spread TTS of the photo-multiplier: It 
an be of the order of afew hundreds of ps per single photo ele
tron, depending on the wavelength of the in
identlight. As in the 
ase of the photon arrival time spread, the total time spread s
ales withthe inverse of the square root of the number of photo-ele
trons:�t � ÆtTTSpQ=phe (49)3. The re
onstru
tion error due to the ba
kground noise and limited extra
tor resolution:This 
ontribution is inversely proportional to the signal to square root of ba
kground lightintensities. �t � Ætre
 �R=pheQ=phe (50)where R is the resolution de�ned in equation 23.4. A 
onstant o�set due to the residual FADC 
lo
k jitter [19℄�t � Æt0 (51)In the following, we show measurements of the time resolutions at di�erent signal intensitiesin real 
onditions for the 
alibration pulses. These set upper limits to the time resolution for
osmi
s sin
e their intrinsi
 arrival time spread is smaller.Figures 75 through 78 show the measured time resolutions for very di�erent 
alibration pulseintensities and 
olors. One 
an see that the sliding window resolutions are always worse thanthe spline and digital �lter algorithms. Moreover, the half-maximum position sear
h by thespline is always slightly better than the maximum position sear
h. The digital �lter does notshow notable di�eren
es with respe
t to the pulse form or the extra
tion window size, ex
eptfor the low-gain extra
tion where the 4 sli
es seem to yield a better resolution. This is onlyafter ex
luding about 30% of the events, as shown in �gure 74.



8.6 Time Resolution 106
Nr.

2 4 6 8 10
Nr.

2 4 6 8 10

R
es

o
lu

ti
o

n
 [

n
s]

0

0.5

1

1.5

2

2.5

3

Time Resolution inner pixels for 5LedsUV

Sliding Window Spline Digital Filter

W
S

: 
8,

8

W
S

: 
14

,1
0

M
ax

H
al

fM
ax

C
W

: 
6,

6

C
W

: 
4,

4

U
V

: 
6,

6

U
V

: 
4,

4

B
lu

e:
 6

,6

B
lu

e:
 4

,4

Nr.
2 4 6 8 10

Nr.
2 4 6 8 10

R
es

o
lu

ti
o

n
 [

n
s]

0

0.5

1

1.5

2

2.5

Time resolution outer pixels for 5LedsUV

Sliding Window Spline Digital Filter

W
S

: 
8,

8

W
S

: 
14

,1
0

M
ax

H
al

fM
ax

C
W

: 
6,

6

C
W

: 
4,

4

U
V

: 
6,

6

U
V

: 
4,

4

B
lu

e:
 6

,6

B
lu

e:
 4

,4

Figure 75: Re
onstru
ted arrival time resolutions from a typi
al, not saturating 
alibration pulse of
olour UV, re
onstru
ted with ea
h of the tested arrival time extra
tors. The �rst plots shows thetime resolutions obtained for the inner pixels, the se
ond one for the outer pixels. Points denote themean of all not-ex
luded pixels, the error bars their RMS.
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Figure 76: Re
onstru
ted arrival time resolutions from the lowest intensity 
alibration pulse of 
olourUV (
arrying a mean number of 4 photo-ele
trons), re
onstru
ted with ea
h of the tested arrival timeextra
tors. The �rst plots shows the time resolutions obtained for the inner pixels, the se
ond one forthe outer pixels. Points denote the mean of all not-ex
luded pixels, the error bars their RMS.
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Figure 77: Re
onstru
ted arrival time resolutions from a typi
al, not saturating 
alibration pulse of
olour Green, re
onstru
ted with ea
h of the tested arrival time extra
tors. The �rst plots shows thetime resolutions obtained for the inner pixels, the se
ond one for the outer pixels. Points denote themean of all not-ex
luded pixels, the error bars their RMS.
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Figure 78: Re
onstru
ted arrival time resolutions from the highest intensity 
alibration pulse of 
olourblue, re
onstru
ted with ea
h of the tested arrival time extra
tors. The �rst plots shows the timeresolutions obtained for the inner pixels, the se
ond one for the outer pixels. Points denote the meanof all not-ex
luded pixels, the error bars their RMS.



8.6 Time Resolution 108The following �gure 79 shows the time resolution for various 
alibration runs taken with di�erent
olors and light intensities as a fun
tion of the mean number of photo-ele
trons { re
onstru
tedwith the F-Fa
tor method { for four di�erent time extra
tors. The dependen
ies have been �tto the following empiri
al relation:�T =s A2< Q > =phe + B2< Q >2 =phe2 + C2: (52)The �t results are summarized in table 8.Time Fit ResultsInner Pixels Outer PixelsNr. Name A B C �2/NDF A B C �2/NDF21 Sliding Window (8,8) 3.5�0.4 29�1 0.24�0.05 10.2 6.0�0.7 52�4 0.23�0.04 4.325 Spline Half Max. 1.9�0.2 3.8�1.0 0.15�0.02 1.6 2.6�0.2 8.3�1.9 0.15�0.01 2.332 Digital Filter (6 sl.) 1.7�0.2 5.7�0.8 0.21�0.02 5.0 2.3�0.3 13 �2 0.20�0.01 4.033 Digital Filter (4 sl.) 1.7�0.1 4.6�0.7 0.21�0.02 6.2 2.3�0.2 11 �2 0.20�0.01 5.3Table 8: The �t results obtained from the �t of equation 52 to the time resolutions obtained forvarious intensities and 
olors. The �t probabilities are very small mainly be
ause of the di�erentintrinsi
 arrival time spreads of the photon pulses from di�erent 
olors..The low �t probabilities are partly due to the systemati
 di�eren
es in the pulse forms inintrinsi
 arrival time spreads between pulses of di�erent LED 
olors. Nevertheless, we had toin
lude all 
olors in the �t to 
over the full dynami
 range. In general, one 
an see that thetime resolutions for the UV pulses are systemati
ally better than for the other 
olors whi
h weattribute to the fa
t the these pulses have a smaller intrinsi
 pulse width { whi
h is very 
loseto pulses from 
osmi
s. Moreover, there are 
lear di�eren
es visible between di�erent timeextra
tors, espe
ially the sliding window extra
tor yields poor resolutions. The other threeextra
tors are 
ompatible within the errors, with the half-maximum of the spline being slightlybetter.To summarize, we �nd that we 
an obtain a time resolution of better than 1 ns for all pulsesabove a threshold of 5 photo-ele
trons. This 
orresponds roughly to the image 
leaning thresh-old in 
ase of using the best signal extra
tor. At the largest signals, we 
an rea
h a timeresolution of as good as 200 ps.The expe
ted time resolution for inner pixels and 
osmi
s pulses 
an thus be 
onservativelyestimated to be: �T
osmi
s �s 4 ns2< Q > =phe + 20 ns2< Q >2 =phe2 + 0:04 ns2: (53)
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Figure 79: Re
onstru
ted mean arrival time resolutions as a fun
tion of the extra
ted mean number of photo-ele
trons for the weightedsliding window with a window size of 8 sli
es (extra
tor #21, top left), the half-maximum sear
hing spline (extra
tor #25, top right),the digital �lter with 
orre
t pulse weights over 6 sli
es (extra
tor #30 and #32, bottom left) and the digital �lter with UV 
alibration-pulse weights over 4 sli
es (extra
tor #31 and #33, bottom right). Error bars denote the spread (RMS) of time resolutions of theinvestigated 
hannels. The marker 
olors show the applied pulser 
olour, ex
ept for the last (green) point where all three 
olors wereused.



8.6 Time Resolution 110The above resolution seems to be already limited by the intrinsi
 resolution of the photo-multipliers and the staggering of the mirrors in 
ase of the MAGIC-I teles
ope.8.6.1 Comparison with Results From the Monte Carlo SimulationComparing the found time resolution (eq. 53) with the results obtained from the Monte Carlosimulation (�gures 28 and 29), one 
an see that the time resolutions are about 50{100% betterin the simulation than in real 
onditions, ex
ept for the digital �lter with 4 FADC sli
es whi
his mu
h worse in the Monte Carlo simulation.The �rst �nding is understandable sin
e the simulated light pulses had a mu
h smaller intrinsi
time spread of 1 ns whereas the 
alibration light pulses are a fa
tor 2{3 broader. Also theintrinsi
 PMT transit time spread has not been simulated as well as the FADC 
lo
k noisejitter and other possible sour
es of time resolution degradation. Dividing the 
oeÆ
ient forA and B in equation 53 with the 
orresponding ratios yields more or less the 
orre
t timeresolutions in the simulation, ex
ept for the missing o�set.We 
on
lude therefore that the results on time resolution are 
onsistent with the �ndings ofthis 
hapter and that equation 53 has to be 
onsidered rather an upper limit to the a
tual timeresolution of 
osmi
s pulses. The only time extra
tor with 
ontradi
tory results (the digital�lter with 4 FADC sli
es) has to be examined further, espe
ially in the Monte Carlo simulation.



9 CPU Requirements 1119 CPU RequirementsWe tested the speed of the extra
tors by running them on an Intel Pentium IV, 2.4GHz CPUma
hine at IFAE and measured the number of exe
uted events per se
onds. This was doneusing the CPU-time measure features whi
h in
orporates ea
h task in MARS.The results 
ould easily di�er by about 20% from one try to another (using the same extra
-tor), but in general, the di�eren
es between the extra
tors are mu
h bigger than the intrinsi

u
tuation. Table 9 shows the obtained results. The numbers in this list have to be 
omparedto the I/O speed of about 400 evts/se
. of the MRead-task whi
h performs the reading (andde-
ompression) of the merpped root-�les in MARS. Thus, for time being, every extra
tor beingfaster than this referen
e number does not limit the total event re
onstru
tion speed. Only theintegrating spline extra
tors lie below this limit and would need to be optimized further.



9 CPU Requirements 112
Measured Extra
tion SpeedNr. Name Events/se
. 
omments(CPU)1 Fixed Win. (4,4) 3500{4500 no time2 Fixed Win. (4,6) 3500{4500 no time3 Fixed Win. (6.6) 3200{4000 no time4 Fixed Win. (8,8) 3200{4000 no time5 Fixed W. (14,10) 2700{3300 no time6 Fix. Win. Spline (4,4) 1700{2200 no time7 Fix. Win. Spline (4,6) 1700{2200 no time8 Fix. Win. Spline (6.6) 1700{2100 no time9 Fix. Win. Spline (8,8) 1300{1800 no time10 Fix. Win. Spl. (14,10) 600{1200 no time11 Fix. Win. Peak S. (2,2) 2300{2900 no time12 Fix. Win. Peak S. (4,4) 2300{2900 no time13 Fix. Win. Peak S. (4.6) 2300{2900 no time14 Fix. Win. Peak S. (6,6) 2300{2900 no time15 Fix. Win. Peak S. (8,8) 2200{2800 no time16 Fix. Win. Pk S. (14,10) 2000{2500 no time17 Slid. Win. (2,2) 400{70018 Slid. Win. (4,4) 500{80019 Slid. Win. (4.6) 500{80020 Slid. Win. (6,6) 1000{130021 Slid. Win. (8,8) 1100{140022 Slid. W. (14,10) 1000{180023 Spline Amplitude 700{100024 Spline Int. (1,1.5) 300{50025 Spline Int. (2,3) 200{40026 Spline Int. (4,6) 150{200 to be optimized27 Spline Int. (6,9) 80{120 to be optimized28 Dig. Filt. (6,6) 700{90029 Dig. Filt. (4,4) 700{90034 Dig. Filt. Pk S. 500{600Table 9: The extra
tion speed measured for every extra
tor.



10 Results 11310 ResultsBased on the previous investigations, we summarize the obtained results in table 10. Thefollowing 
riteria have been used to 
ompare the extra
tors:� Stability of the re
onstru
ted 
harge in the 
alibration. Extra
tors with more than 5% ofthe pixels ex
luded from the 
alibration with any 
olour or intensity are 
onsidered as toounstable. Also extra
tors yielding more than 0.1% mis-re
onstru
ted events are ex
luded.Moreover, the 
orre
t number of photo-ele
trons should be re
onstru
ted at least for thestandard 
alibration pulses (10LEDsUV).� The extra
tor should yield stable results against slight modi�
ations of the pulse shape.� The extra
tor must also yield the 
orre
t 
harges for the low-gain pulses on average.� The re
onstru
ted 
harge must be linear to the input signal 
harge for all signals abovethe image 
leaning level and below the low-gain saturation level.� The resolution of the re
onstru
ted 
harge should not depend signi�
antly on the signalamplitude, espe
ially should never be
ome 
omparable to the intrinsi
 Poissonian signal
u
tuations.� The resolution of the re
onstru
ted 
harge should not ex
eed twi
e the resolution of thebest extra
tor.� The extra
tor should not have a 
harge bias bigger than its 
harge resolution.� The time resolution should not be worse than twi
e the one obtainable with the bestextra
tor.� The number of mis-re
onstru
ted times should not ex
eed 1% on average (in
luding theFADC jumps).� The needed CPU-time should not ex
eed the one required for reading the data intomemory and writing it to disk.Table 10 shows whi
h extra
tors ful�ll the above 
riteria. One 
an see that there are a handfulextra
tors whi
h are ex
luded by only one 
riterion:� The sliding window extra
ting 8 sli
es in high- and low-gain whi
h is only ex
luded bythe poor resolution at very low intensities.� The integrating spline over 2 FADC sli
es whi
h still needs to be optimized somewhat forspeed.The digital �lter passes all tests, where the extra
tion over 4 FADC sli
es yields still superiorresolutions 
ompared to the one over 6 FADC sli
es.
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Tested Chara
teristi
sNr. Name Stab. Stab. Stab. Lin. Res. Res. Bias Res. Stab. SpeedbS pulse low- bS bS bS bS bT bT
alib. shape gain size 
onst.1 Fix Win. (4,4) NO NO NO NO NO NO { n/a n/a BEST2 Fix Win. (4,6) NO NO NO NO NO NO { n/a n/a BEST3 Fix Win. (6.6) OK OK NO OK OK OK { n/a n/a OK4 Fix Win. (8,8) NO OK OK BEST NO OK { n/a n/a OK5 Fix W. (14,10) NO OK OK BEST NO OK { n/a n/a OK6 FW. Spl. (4,4) OK NO NO NO OK NO { n/a n/a OK7 FW. Spl. (4,6) OK NO NO NO OK NO { n/a n/a OK8 FW. Spl. (6.6) NO OK NO NO OK OK { n/a n/a OK9 FW. Spl. (8,8) NO OK OK OK NO OK { n/a n/a OK10 FW. Spl (14,10) NO OK OK OK NO OK { n/a n/a OK11 FW. Pk S. (2,2) NO NO NO NO NO NO { n/a n/a OK12 FW. Pk S. (4,4) OK NO NO NO NO NO { n/a n/a OK13 FW. Pk S. (4.6) OK NO NO NO NO NO { n/a n/a OK14 FW. Pk S. (6,6) OK OK NO NO OK OK { n/a n/a OK15 FW. Pk S. (8,8) NO OK OK OK NO OK { n/a n/a OK16 FW Pk S (14,10) NO OK OK OK NO OK { n/a n/a OK17 Slid. W. (2,2) OK NO NO NO OK NO OK NO NO OK18 Slid. W. (4,4) OK OK OK NO OK OK OK NO NO OK19 Slid. W. (4.6) OK OK OK OK OK OK OK OK NO OK20 Slid. W. (6,6) OK OK OK OK NO OK OK NO OK BEST21 Slid. W. (8,8) OK OK OK OK NO OK OK OK OK BEST22 Slid. W. (14,10) NO OK OK OK NO NO OK NO OK BEST23 Spline Ampl. NO NOT OK NO NO NO NO OK NO OKTESTED24 Splne Int. (1,1.5) OK NOT OK NO NO NO OK BEST OK OKTESTED25 Spline Int. (2,3) BEST NOT OK OK OK OK OK BEST OK NOTESTED26 Spline Int. (4,6) OK OK OK OK OK OK OK BEST OK NO27 Spline Int. (6,9) OK OK OK OK NO OK BEST BEST OK NO28 Dig. Filt. (6,6) OK OK OK OK OK OK OK OK OK OK29 Dig. Filt. (4,4) OK OK OK OK OK BEST OK BEST OK OK

Table10:Thetested
hara
teristi
sforeveryextra
tor:Bias,Resolution(\Res."),stability(\Stab."),
linearity(\Lin.")forboth
hargesignal bSandtime bT,andspeed. OKmeansthattheextra
torhas
passedthetest,withoutbeingamongthebest.NOmeansthattheextra
torhasseverelyfailedthe
testandshouldnotbetakenbe
auseofthatreason. BESTmeansthattheextra
tor(s)have
ome
outasbestoftheparti
ulartest.



11 Con
lusions 11511 Con
lusionsIn the past, many MAGIC analyses have been 
ondu
ted using di�erent signal extra
tors. Wedeveloped and tested the most important signal and time extra
tion algorithms in the standardMAGIC software framework MARS. Our �ndings are that using a right signal extra
tor isimportant sin
e some of the investigated ones di�er 
onsiderably in quality and 
an severelydegrade the subsequent analyses. On the other hand, we have found that advan
ed signalre
onstru
tion algorithms open a new window to lower analysis energy threshold and permit touse the time information of shower analyses.In order to give a guideline for future usage of the tested signal extra
tors, we 
onsider thefollowing requirements to be of most importan
e:� The 
alibration (in
luding the F-Fa
tor method) has to run stably and yield reliableresults for all pixels.� The extra
ted signal should be as linear as possible over the whole dynami
 range, in-
luding espe
ially the low-gain range.� The 
ombined resolution and bias should result in a lowest possible image 
leaning thresh-old.� The extra
ted time should yield the best possible resolution.Following these requirements, we re
ommend to ex
lude in the future the following signalextra
tion algorithms:� All �xed window extra
tors using a window size of up to 6 FADC sli
es, in
luding the�xed window peak sear
h algorithm.� All sliding window extra
tors using a window size of up to 4 FADC sli
es.� The amplitude extra
ting spline.For a 
onservative and stable analysis, we re
ommend to use (ex
ept for the De
ember 2004and January 2005 data):� The sliding window, using an extra
tion window size of 6{8 FADC sli
es for the high-gainand 8 FADC sli
es for the low-gain 
hannel.For the most demanding analyses, espe
ially at low energies and using the timing information,we re
ommend:� The spline algorithm, integrating from 0.5 FADC sli
es before the pulse maximum to1.5 FADC sli
es after the pulse maximum and 
omputing the position of the half-maximum at the rising edge of the pulse.



11 Con
lusions 116� The digital �lter �tting the pulse over 4 or 6 FADC sli
es in the high-gain region and6 FADC sli
es in the low-gain region.Unfortunately, part of our re
ent data, taken in De
ember 2004 and January 2005 had a severeproblem with the pulse lo
ation within the re
orded FADC sli
es. In the re
orded samples,the low-gain pulse is situated so far to the right that a part of it rea
hes out of the re
ordedwindow. This poses severe problems to all extra
tors whi
h integrate the entire low-gain pulse.We have seen that the spline extra
tor and the digital �lter over 4 FADC sli
es are still 
apableto re
onstru
t the low-gain pulse properly for this partly 
orrupt data sample, although thelinearity of the re
onstru
ted signal might still be a�e
ted above signals of about 300 photo-ele
trons per pixel.Spe
ial 
aution has to be made if the F-Fa
tor method is applied for 
alibration with signalextra
tors whi
h have an intensity-dependent resolution. This applies espe
ially to the splinealgorithms and the digital �lter over a window size of 4 FADC sli
es.
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